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Welcome to the Winter 2009 issue of the Journal of Cy-
berTherapy & Rehabilitation (JCR). We are pleased to
bring this special issue of our publication to readers,
critics and researchers around the world. Our peer-re-
viewed academic journal explores the uses of advanced
technologies for therapy, training, education, prevention
and rehabilitation. JCR is a quarterly published aca-
demic journal, unique in the fact that it focuses on the
rapidly expanding worldwide trend of applying ground-
breaking technology towards the field of healthcare.
Psychiatry, psychology, physical medicine and rehabil-
itation, neurorehabilitation, oncology, obesity, eating
disorders and autism continue to be main areas of inter-
est studied by JCR. 

Since our inaugural issue, JCR has received interna-
tional attention from peers, international institutions
and international conferences. A common thirst for new
knowledge and application of cutting-edge technolo-
gies to better the lives of others brings this diverse
group of people towards a similar goal. Advanced tech-
nologies, such as robotics, adaptive displays, E-health,
virtual reality (VR) and non-invasive physiological
monitoring are now applied to many diverse fields of
healthcare. As this body of research is added to, pa-
tients, doctors and therapists can look towards a hopeful
future and new ways to treat mental and physical dis-
orders. Within this issue of JCR, we present compre-
hensive review articles submitted by preeminent
scholars in the field. The content is diverse, featuring
such topics as VR immersions, the effects of video
game playing and even online forums to treat sufferers
of disease.

This special issue of JCR includes three full papers, as
well as all presented abstracts, written by presenters
from the “Beyond Brain Machine Interface: Motor,
Cognitive and Virtual” pre-conference workshop, held
September 2, 2009 in Minneapolis, Minnesota. The
conference, co-organized by the Army Research Office,
IEEE EMBS and the Interactive Media Institute, edu-
cated attendees on more efficient and intuitive ways of

achieving system control than manual manipulation and
allowed for discourse among academics, members of
the scientific community, biomedical device engineers
and the clinician user community. Scientists from five
different countries and ten diverse institutions gathered
to discuss these technologies and developments in their
fields of research, and gave formal presentations on
their papers. 

In this issue’s first article Cai, Milcent and Franco ex-
plore the human-machine visual digest system by fo-
cusing on the relationship between gaze and object.
They describe ways to better utilize network bandwidth
and in turn, minimize the resulting media footprint by
combining human vision and machine vision. 

Next, Scherer et al. discuss brain-computer interface re-
search using EEG and ECoG-based paradigms that are
presented to the reader, along with ways to improve in-
formation transfer rates. Different BCI projects are dis-
cussed, such as an anatomically correct testbed for a
human hand model.  

In the following article, Raspelli et al. conduct further
research on the Multiple Errands Test, applying virtual
reality to assess executive functions in patients suffer-
ing from Parkinson’s disease and stroke. 

In the fourth manuscript,  Pallavicini et al. report find-
ings on a study to treat sufferers of Generalized Anxiety
Disorder using biofeedback, virtual reality and mobile
phones. The use of mobile phones allowed patients to
continue treatment in an outpatient setting and ad-
dresses the classic problem associated with VR ther-
apy–the lack of mobility for the treatment system. 

Gras, Hummer and Hine, in the fifth manuscript, com-
pare the reliability and validity of the Nintendo Wii Fit
to the widely used NeuroCom EquiTest, to measure bal-
ance and help rehabilitate patients. 

Lastly, Cantelmi and Talli explain the psychological
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and psychopathological risks associated with overuse
of the Internet, including the problems associated with
defining a relevant syndrome, possible diagnostic cri-
teria and possible therapies for treatment. 

This issue of JCR will continue to explore the ways in
which healthcare, in Europe and worldwide, can benefit
from the applications of technology. I would like to sin-
cerely thank the contributing authors for their inspiring
work and dedication to this field of research. I also want
to thank JCR’s Associate Editors – Professor Botella,
Professor Bouchard, Professor Gamberini and Professor
Riva for their leadership and hard work, as well as our
internationally renowned Editorial Board for their con-

tributions. We encourage readers and subscribers to con-
tact us with ideas and manuscripts. Your input continues
to enrich our publication. Looking to 2010, we are op-
timistic as this diverse field continues to grow and at-
tract those wishing to learn more and those already
supporting and implementing new technologies. With
only more room to grow, we will continue to bring you
news of further developments in the upcoming year. 

Brenda K. Wiederhold, Ph.D., MBA, BCIA
Editor-in-Chief, 

Journal of CyberTherapy & Rehabilitation

Virtual Reality Medical Institute



J o u r n a l  o f  C y b e r T h e r a p y  &  R e h a b i l i t a t i o n
Wi n t e r  2 0 0 9 ,  Vo l u m e  2 ,  I s s u e  4

© Vi r tua l  Rea l i ty  Med ica l  In s t i t u t e

abstracts from 

“Beyond Brain machine interface: 

motor, cognitive,  and Virtual”

September 2, 2009
Minneapolis, Minnesota, U.S.A.

271



272
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neurophysiological Basics for Brain-machine 

interface: motor, sensory, and cognitive 

rehabilitation and limitation

Jiping Hea,1

aCenter for Neural Interface Design, the Biodesign Insi-
tute, Arizona State University, Phoenix, Arizona, USA

1Corresponding author:

Jiping He
Center for Neural Interface Design, 
the Biodesign Insitute, 
Arizona State University
Phone: +1 (480) 965-0092
E-mail: jiping.he@asu.edu

Decades of research have improved the brain-computer
interface to allow people with severe disabilities to com-
municate their thoughts through recorded electroen-
cephalographic signals along the scalp non-invasively.
Recently, brain-machine interface based on neuroprosthet-
ics for motor function has been inspired by successful
demonstrations of controlling movement of computer cur-
sors or even actual robots to perform meaningful tasks of
feeding by control commands converted from cortical
neuron activities from implanted intra-cortical electrode
arrays. There are also active research efforts to pursue neu-
roprosthetic systems for recovery and enhancing sensory
and cognitive functions. 

In this lecture we will briefly review the techniques and
neurophysiological basis of brain-machine interface based
approaches for motor, sensory and cognitive function re-
covery and improvement. Finally, we will start a discus-
sion on limitations and future directions of the field of
BMI-based nueroprosthetics. 

––––––––––––––––––––––––––––––––––––––––––––––

consolidation of Prosthetic motor skill in Primates

José M. Carmenaa,1

aDepartment of Electrical Engineering and 
Computer Sciences, Helen Wills Neuroscience Institute 
Program in Cognitive Science, University of California,

Berkeley, California, USA

1Corresponding author:
José Carmena
Department of Electrical Engineering and 
Computer Sciences, 
Helen Wills Neuroscience Institute 
Program in Cognitive Science, 
University of California, Berkeley, 
517 Cory Hall, Berkeley CA 94720-1770
USA
Phone: +1 (510) 643 2430 
Email: carmena@eecs.berkeley.edu 

Research in Brain-Machine Interfaces (BMIs) has led to
demonstrations of rodents, non-human primates and hu-
mans controlling prosthetic devices in real-time through
modulation of neural signals. In particular, cortical BMI
studies have shown that improvements in performance re-
quire learning and are associated with changes in neuronal
tuning properties. 

As these studies incorporated variable ensembles of neu-
rons from day to day, and required daily modifications to
the transform of cortical activity into motor output, little
is known about long-term consolidation of prosthetic
motor skill. Here we demonstrate consolidation, defined
as motor skill that is retained, readily recalled and resistant
to interference, in two macaque monkeys performing a
center-out reaching task using a brain-controlled computer
cursor under visual feedback. When a fixed transform was
applied to stable recordings from an ensemble of primary
motor cortex (M1) neurons across days, there was dra-
matic long-term consolidation of prosthetic motor skill. 

This process created a directional tuning map for prosthetic
function that was stable across days. Surprisingly the same
set of neurons could encode a second motor map without
interference with the first map. In contrast, daily modifi-
cation of the transform, in a manner similar to past studies,
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resulted in variable performance and an unstable motor
map. Taken together, our results demonstrate that the pri-
mate brain can achieve skilled control of a neuroprosthetic
device through consolidation of a motor memory.

––––––––––––––––––––––––––––––––––––––––––––––

Bci-based robotic rehabilitation for stroke

Cuntai Guana,1

aInstitute for Infocomm Research, Singapore

1Corresponding author:

Cuntai Guan 
Institute for Infocomm Research
1 Fusionopolis Way 
#21-01 Connexis (South Tower) 
Singapore 138632
Phone: +65 6408 2663
E-mail: ctguan@i2r.a-star.edu.sg

Stroke is the third leading cause of death and the leading
cause of severe disabilities in the developed world. Stroke
causes neurological damage to certain portions of the
brain, and surviving portions of the brain are capable of
altering functional activity in a vicarious manner to pro-
vide a substrate for recovery. Current research is directed
at understanding how this neuroplasticity phenomenon
may be modulated to develop more effective therapeutic
interventions such as neurorehabilitation for stroke. Ro-
botic neurorehabilitation is motivated by alleviating the
labor-intensive aspects of physical rehabilitation by a
human therapist and by enabling novel modes of exercise
not currently available. Current studies have shown that
robotic neurorehabilitation helps improve motor recovery
of chronic stroke patients. 

Brain-Computer Interface (BCI) is a communication sys-
tem that directly translates brain signals into commands
for controlling an external device, which bypasses the
normal motor output pathways. The brain signals can be
acquired by scalp-recorded electroencephalogram (EEG)
non-invasively from a subject. Studies have shown that
distinct mental processes such as Event-Related Desyn-
chronization or Synchronization (ERD/ERS) are de-
tectable from EEG measurements for both real and
imagined motor movements in both healthy subjects and
stroke patients. Studies have also shown that it was useful
for stroke patients to perform motor imagery during their
rehabilitation exercises, but direct use of motor imagery

based BCI for stroke rehabilitation was not intensively
studied and tested in the clinical setting until recent years.

It is hypothesized that a motor imagery based BCI could
provide an effective guide (through visual feedback) for
a stroke patient while a robot provides useful sensory
feedback. Hence, the synergy between BCI in the detec-
tion of motor intent from stroke patients and current ro-
botic neurorehabilitation is promising. We started a
clinical study on stroke rehabilitation with a BCI-con-
trolled robotic system. This system enables stroke pa-
tients to make use their motor imagery to relearn motor
control and improve their cognitive capacities at the
same time. The clinical protocol and results will be dis-
cussed in detail.

––––––––––––––––––––––––––––––––––––––––––––––

Bcis Based on the detection of high gamma 

oscillation in Ecog and EEg

Reinhold Scherera,1

aUniversity of Washington, Computer Science and 
Engineering, Seattle, Washington, USA

1Corresponding author:

Reinhold Scherer
University of Washington
Computer Science and Engineering
Box 352350
Seattle, WA, 98195-2350, USA
Tel: +1 (206) 616-2406
Email: scherer@cs.washington.edu

Brain-computer interface (BCI) technology augments the
human capability to interact with the environment by di-
rectly linking the brain to artificial devices. In the recent
past, BCIs provided simple 1D control in order to select
targets or to trigger pre-defined motion sequences. Today,
users have on-demand access to assistive robotic devices,
Virtual Reality and to standard software applications such
as Internet browsers or Google Earth. These accomplish-
ments, together with technological and neuroscientific ad-
vancements have lead to more ambitious goals, e.g. the
restoration of lost motor or sensory function. Such goals
are within reach with invasive recording technologies. The
electrocorticogram (ECoG), usually obtained from the
brain surface in epilepsy patients, has high spatio-temporal
resolution and higher signal-to-noise ratio compared to the
non-invasive electroencephalogram (EEG). In fact, our
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latest results demonstrate that contralateral and ipsilateral
finger movements can be accurately classified from high
gamma (70-120 Hz) ECoG oscillations recorded from a
single hemisphere. These findings have important impli-
cations for neurorehabilitation, suggesting, in particular,
the possibility of regaining ipsilateral movement control
using signals from an intact hemisphere after damage to
the other hemisphere.

The non-invasive EEG, however, still plays the most im-
portant role for practical applications. The non-stationarity
and inherent variability of EEG require time consuming
training and mutual adaptation of both, the human brain
and the machine. Ideally we aim to achieve the fidelity of
ECoG with non-invasive techniques. Inverse mapping
techniques can provide some amount of spatial unmixing
of EEG signals and thus produce ECoG-like signals.
Using these techniques, we demonstrate that mapped EEG
can provide BCI signals similar to ECoG. We identify two
control parameters in the high gamma frequency range in
EEG: spatially localized power increases and bihemi-
spheric phase-locking.

––––––––––––––––––––––––––––––––––––––––––––––

non-invasive Brain controlled robots

José del R. Millána,1

aEcole Polytechnique Federale de Lausanne 
Lausanne, Switzerland 

1Corresponding author:

José del R. Millán
Ecole Polytechnique Federale de Lausanne 
Lausanne, Switzerland CH-1015
Phone: [+41 21 69] 37391,35311
Email: jose.millan@epfl.ch 

The idea of moving robots or prosthetic devices not by
manual control, but by mere "thinking" (i.e., the brain
activity of human subjects) has fascinated researchers
for the last 30 years, but it is only now that first experi-
ments have shown the possibility to do so. Such a kind
of brain-computer interface (BCI) is a natural way to
augment human capabilities by providing a new inter-
action link with the outside world and is particularly rel-
evant as an aid for physically disabled people. Key
elements for a successful BCI are real-time feedback
and training, of both the subject and the classifier em-
bedded into the BCI.

In this talk I will review our work on non-invasive asyn-
chronous BCI, with a focus on how brainwaves can be
used to directly control robots. Most of the hope for such
a possibility comes from invasive approaches that provide
detailed single neuron activity; however, it requires sur-
gical implantation of microelectrodes in the brain. For hu-
mans, non-invasive systems based on
electroencephalogram (EEG) signals are preferable but,
until now, have been considered too poor and slow for
controlling rapid and complex sequences of movements.
Recently we have shown for the first time that online
analysis of a few EEG channels, if used in combination
with advanced robotics and machine learning techniques,
is sufficient for humans to continuously control a mobile
robot and a wheelchair. Finally, we discuss current re-
search directions we are pursuing in order to improve the
performance and robustness of our BCI system, espe-
cially for real-time control of brain-actuated robots. In
particular, I'll mention work on recognizing cognitive
states that are crucial for interaction.

––––––––––––––––––––––––––––––––––––––––––––––

non-invasive Brain controlled robots

José del R. Millána,1

aEcole Polytechnique Federale de Lausanne 
Lausanne, Switzerland 

1Corresponding author:

José del R. Millán
Ecole Polytechnique Federale de Lausanne 
Lausanne, Switzerland CH-1015
Phone: [+41 21 69] 37391,35311
Email: jose.millan@epfl.ch 

The idea of moving robots or prosthetic devices not by
manual control, but by mere "thinking" (i.e., the brain ac-
tivity of human subjects) has fascinated researchers for
the last 30 years, but it is only now that first experiments
have shown the possibility to do so. Such a kind of brain-
computer interface (BCI) is a natural way to augment
human capabilities by providing a new interaction link
with the outside world and is particularly relevant as an
aid for physically disabled people. Key elements for a
successful BCI are real-time feedback and training, of
both the subject and the classifier embedded into the BCI.

In this talk I will review our work on non-invasive asyn-
chronous BCI, with a focus on how brainwaves can be
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used to directly control robots. Most of the hope for such
a possibility comes from invasive approaches that provide
detailed single neuron activity; however, it requires sur-
gical implantation of microelectrodes in the brain. For hu-
mans, non-invasive systems based on
electroencephalogram (EEG) signals are preferable but,
until now, have been considered too poor and slow for
controlling rapid and complex sequences of movements.
Recently we have shown for the first time that online
analysis of a few EEG channels, if used in combination
with advanced robotics and machine learning techniques,
is sufficient for humans to continuously control a mobile
robot and a wheelchair. Finally, we discuss current re-
search directions we are pursuing in order to improve the
performance and robustness of our BCI system, espe-
cially for real-time control of brain-actuated robots. In
particular, I'll mention work on recognizing cognitive
states that are crucial for interaction.

––––––––––––––––––––––––––––––––––––––––––––––

cognitive integration of Prosthetic devices:

is it feasible?

José Principea,1, Justin Sancheza

aUniversity of Florida, Gainesville, FL, USA

1Corresponding author:

José C. Príncipe
University of Florida 
NEB 451, Bldg #33 
Gainesville, FL 32611
Phone: (352) 392-2662
E-mail: principe@cnel.ufl.edu

Technology has impacted human life in many different
ways, but has followed a predictable evolutionary path
characterized by the creation of artificial systems that have
either been controlled explicitly by human limbs or have
been made autonomous. The latest push has been charac-
terized by the overwhelming use of digital computers and
artificial intelligence/signal and pattern recognition algo-
rithms. The research trend has progressively shifted to-
wards autonomous platforms and has shown the difficulties
of creating robust, truly intelligent behavior. In any case,
machines are perceived as external and independent of our
own bodies. The objective here is to revisit the human ma-
chine interface paradigm and provide broadband control
of external machines directly through brain processes to
capitalize both on the merits of biological information pro-

cessing/intelligence and on man-made external devices that
will enhance the reaction time, force, scale, physical local-
ity, sensing of biological sensors and actuators. 

We are at the brink of a revolutionary technology stage, where
machines may be “cognitively integrated” in the human ex-
perience, manipulated and controlled through direct brain
processes in virtually the same way as we see, walk or grab
an external object. But unlike the current generation of brain
machine interfaces, this is done through a dialogue that re-
quires only that goals between the machine and the user co-
incide. The vision is a new kind of implanted prosthetics that
senses intentional brain processes (e.g. moving an arm) and
translates the spatio-temporal neural signals into models that
control external devices. Through the perception action re-
ward cycle the brain is made aware of the machine existence
and actions, which will provide the basis to be considered a
body extension. Several key technological and scientific de-
velopments will be discussed to implement this vision.

––––––––––––––––––––––––––––––––––––––––––––––

cognitive science and human factors issues in 

non-manual control devices

Celestine Ntuen1

1Corresponding author:

Celstine Ntuen 
422A McNair
1601 East Market Street
Greensboro, NC 27411
Phone: (336)-334-7780 ext 31
E-mail: ntuen@ncat.edu

As display technologies become miniatured (and even
embedded in the human), and as more of the tasks one
does become computer-based, the traditional interface
technologies that lie on keyboard input is beginning to
shift to non-manual control devices (NMCD). It is how-
ever difficult to argue pre ante that an interaction device
that is non-manual is an automated version of control
(otherwise known as automatic control devices). I men-
tion this so as to be clear about the intent of my presenta-
tion which argues for the challenges of NMCD rather
than automatic control devices. 

Historically, the development of computer interfaces
has been a technology-driven phenomenon. The
progress to tap into the human characteristics and in-
teraction deficiencies led to the consideration of multi-
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modal-multisensory interfaces (MMI). 

Current progress in MMI have considered human speech,
gesture, gaze, movement patterns, and other complex nat-
ural behaviors, which involve highly automatized skills
that are not under full conscious control of the human op-
erator. These are to some extent variants of NMCD.  For
example, in collaborative work environments, a large dis-
play may be fixed, but users move about the room, inter-
acting with each other with small, mobile input devices. 
Thus, it can be surmised that most NMCD are sensory
driven. Thus, cognitive science imperatives and human
factors issues must be addressed so as to realize the full
benefits of NMCD during human control of actions with
these devices. This is necessary since sensory modalities
span across the integration of human and system-level
sensors such as visual (e.g. gaze), auditory (e.g., voice),
haptic (e.g., hand movements, sign languages; lip reading,
and the use of head movement for pointing). Obviously
(although not completely), sensory information process-
ing tends to be a cognitive task.

This paper will give a proposition on the cognitive sci-
ence and human factors foundations of NMCD. The es-
sential roles of multimodal, multisensory information
integration, including the interpretation and use of such
information for control of behaviors in task space, both
spatially and temporally will be discussed, as well as the
properties of different sensory modalities within NMCD
components and the information content they carry.

In addition, this paper describes the important role that
NMCD plays in information acquisition and processing
in complex battlefield information systems. Specifically,
the followings are addressed: 

1. Interpretation of NMCD information at the semantic,
syntactic, and pragmatic levels 
of system abstraction.
2. Cognitive aspects of NMCD information processing
and sensemaking, such as how 
meaning of interacting multisensory information are de-
rived, and how the derived information leads to under-
standing of dynamic contexts.
3. Human factors challenges in developing performance
metrics, as well as the 
ergonomics issues when NMCD mechanisms are embed-
ded into the human operator.
4. Implications of NMCD to interface designs for military
systems are discussed.

––––––––––––––––––––––––––––––––––––––––––––––

non-manual Visual digest networks

Yang Caia,1

aCarnegie Mellon University, Pittsburgh, PA, USA

1Corresponding author:

Yang Cai
Carnegie Mellon University
5000 Forbes Ave.
Pittsburgh, PA 15213
E-mail: ycai@cmu.edu

Attention, understanding and abstraction are three key el-
ements in our visual communication that we have taken for
granted. These interconnected elements constitute a Visual
Digest Network. Here we investigate the non-manual vi-
sual digest networks at three visual abstraction levels: gaze,
object and word. The goal is to minimize the media foot-
print during visual communication while sustaining essen-
tial semantic data. The Attentive Video Network is
designed to detect the operator’s gaze and adjust the video
resolution at the sensor side across the network. Our results
show significant improvements in network bandwidth uti-
lization. The Object Video Network is designed for mobile
video and vehicle surveillance network applications, where
faces and cars are detected. The multi-resolution profiles
are configured for media according to the network foot-
print. The  video is sent across the network with multiple
resolutions and metadata; controlled by the bandwidth reg-
ulator. The results show that the video is able to be trans-
mitted in the low-bandwidth conditions. Finally, the
Word-Image two-way mapping network is designed for
face reconstruction across the network. In this study, we
assume the hidden layer between the facial features and re-
ferral expressive words contain ‘control points’ that can be
articulated mathematically, visually and verbally. From our
prototypes, we see the potential of the non-manual visual
digest networks using gazing, talking and machine vision.

––––––––––––––––––––––––––––––––––––––––––––––
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summary

Navigating in the Virtual Reality (VR) scene3,4 or playing
a video game often accomplished by a transformation of
human control over the VR or gaming device. This
transformation is usually achieved by using a joystick or
other hand-held controlled Systems14. Here we present
an alternative and novel approach towards hands-free in-
terface device for VR and videogames control, i.e. a sen-
sor shirt2. It consists of 52-sensors woven inside the
garment. This kind of interface with VR or other gaming
devices, offers both portability and unobtrusive user
movement in a VR environment.

This paper addresses the systems engineering aspects of
the solution, and presents the initial results and future re-
search directions. Participants navigated a VR scene
using natural body movements that were detected by
their wearable sensor shirt and then mapped to electrical
control signals. The initial results are promising, and
offer many opportunities for use in other applications.

motivation

A 52-piezoresisitive sensor shirt, as reported in2,6, was
integrated with a fully immersive 3D VR environment.
The sensor shirt behaved as a hands-free input device by
detecting and then translating body movements into elec-
trical control signals. This preliminary setup can be used
for applications in multimedia and animation, motion
tracking, robot-aided rehabilitation1 and video game de-
velopment. The proposed system is likely to cut labor
costs as discussed in3. In the area of rehabilitation, the
sensor shirt is easy to deploy and affords the patient com-
fort whilst navigating in a VR environment. Other alter-
natives require specific seating positions and
recalibration procedures after short intervals5. A great ad-
vantage of the system is related to the high number of
sensors: the redundancy in the sensor set makes possible
to obtain the same control pattern with different body
motions and lets the user choose which is the control
scheme he prefers (i.e. the body motion patterns used to
perform a certain action in the VR scene). By exploiting

this concept, the control scheme will be adapted and per-
sonalized to the user.

results

This article describes a novel method for navigating in a
VR environment using smart sensing garment technolo-
gies. A wearable multi-sensor shirt that can detect upper
body (wrist, elbow and shoulder) movements, was cus-
tom built to generate electrical control signals from resid-
ual movements. A combination of VR and signal
processing methods were used to develop an effective
body-machine interface to perform tasks. The sensor
shirt was worn by a participant shows the front side of
the sensor shirt), and the analogue signals originated
from the shirt were converted into digital signals by a
National Instruments analogue-to-digital converter. The
digital output was read in Matlab Realtime Windows Tar-
get and the processed signals were sent as unified data-
gram protocol (UDP) packets to the VR software.
Following a calibration phase and an initial training
phase in the VR environment the user was capable of
learning how to move in the VR scene. From an initial
starting point in the VR scene, the control signals gener-
ated by the participant’s movements were used to move
the participant in VR. The sensor shirt was used with the
VR system continuously for one hour without recalibra-
tion. Error measurements were calculated in the shoulder
sensors outputs after 20 minute and 60 minute intervals.
The results show the complete stability of the system (for
at least an hour without recalibration), ease of deploy-
ment and comfort.

1. Cheng-Peng Kuan and Kuu-young Young,“Challenges in VR-based
robot teleoperation”. IEEE International Conference on Robotics and
Automation, Taipei, Taiwan, September 14-19, 2003.
2. A. Tognetti, R. Bartalesi, F. Lorussi, and D. De Rossi,“Body seg-
ment position reconstruction and posture classification by smart tex-
tiles”. Transactionof the Institute of Measurement and Control,
vol. 29, no. 3-4, pp. 215-253, 2007.
3. J. L. Patton, G. Dawe, C. Scharver, F. A. Mussa-Ivaldi and R.
Kenyon,“Robotics and Virtual Reality: The Development of a Life-
Sized 3-D System for the Rehabilitation of Motor Function”. 26th
IEEE EMBS San Francisco, CA, USA, 2004.
4. T. Gulrez and M. Kavakli,“Precision Position Tracking in Virtual
Reality Environments using Sensor Networks”. IEEE International
Symposium on Industrial Electronics, Vigo, Spain, 2007.
5. P. Lukowicz, H. Junker and G. Troster,“Automatic Calibration of
Body Worn Acceleration Sensors”. Pervasive Computing, Vol.
3001/2004, Pp. No. 176-181, Book series, Springer Berlin / Heidel-
berg, 2004.
6. T. Gulrez, A. Tognetti, A. Fishbach, S. Acosta, C. Scharver, D. De
Rossi, F. A. Mussa-Ivaldi,“ Controlling Wheelchairs by Body Motions:
A Learning Framework for the Adaptive Remapping of Space”. Inter-
national Conference on Cognitive Systems, Karlsruhe, Germany, 2008.
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Though the traditional human-computer interface (HCI)
field focuses on extracting usable neural signals to control
a computer device, it is equally important to understand
how interacting with a computer device affects neural ac-
tivity. This issue relates to a longstanding challenge in re-
habilitation; that is whether and how clinicians can tailor
technology to facilitate cortical reorganization in select
brain regions of patients. We present data demonstrating
that visual feedback illusions in Virtual Reality (VR) that
are time-locked to actual movement can be a potent signal
to the motor.

We asked three healthy subjects and two patients who have
had a stroke more than six months ago, to perform a simple
finger sequence (index-middle-ring  pinky) with their dom-
inant right hand (healthy subjects) or their unaffected hand
(patients). During the task, we simultaneously acquired

brain activation using functional MRI (fMRI) and hand
kinematics (using an MRI-compatible data glove).

Hand motion animated either an ipsilateral (corresponding)
or contralateral (mirrored) virtual hand model. In a visual
feedback control condition, the virtual hand models were
replaced with nonanthropomorphic ellipsoids. To also un-
derstand if brain activation would depend on training, the
patients performed this task over three sessions, with a pe-
riod of intense VR-based rehabilitation between the second
and third fMRI session. 

In the healthy subjects, the virtual mirrored feedback led
to significant activation of the motor cortex ipsilateral to
the moving hand. In the patients, no significant activation
was noted in motor or premotor areas in first two baseline
sessions. However, increased activation in the ipsilesional
motor cortex occurred in the third session, despite the ab-
sence of active involvement of the ipsilesional motor cortex
in this condition. 

The contralesional motor cortex was also recruited in this
condition (though the activation was weaker); activation
which was not attributed to the movement of the hand since
the control condition which had equivalent movement was
subtracted from this contrast. In summary, our data suggest
that virtual mirrored visual feedback may have had a facil-
itatory effect, which is amplified in patients after training
in VR. These findings may have important implications for
the development of novel therapies in the acute phase,
when paresis and the potential for neural remapping are
greatest.
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human-machinE Visual digEst

Yang Cai1, Guillaume Milcent1 and Rafael Franco1

Human vision is an information digest process in which attention, understanding and abstraction are
three key elements. In this paper, we present an architecture of the human-machine visual digest sys-
tem at two visual abstraction levels–gaze and object. By combining human vision and machine vision,
we aim to minimize the media footprint during visual communication while sustaining essential se-
mantic data. The system is designed to detect the operator’s gaze and adjust the video resolution at
the sensor side across the network. Our results show significant improvements in network bandwidth
utilization. The machine vision system is also designed for mobile video network applications, where
faces are detected. The multi-resolution profiles are configured for media according to the network
footprint. The video is sent across the network with multiple resolutions and metadata, controlled by
the bandwidth regulator. The results show that the video is able to be transmitted in the low-bandwidth
conditions. By combining attention detection and pattern recognition, human and machines can in-
teract at understanding and abstraction level. 

Keywords: Attention, Video, Multiple Resolutions, Bandwidth, Semantic Network
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introduction

To our eyes, information is often redundant. We only pay
attention to a very small portion of the information around
us (Arnham, 1969).  We often omit details by using dia-
grams, gestures, signs, symbols, icons, thumbnails, and
words to represent complex images. This abstraction
process is called a “visual digest,” which enables us to
communicate in minimal means. A visual digest is not the
same as an image compression that is context-indepen-
dent. Rather, it is based upon understanding of the context.
Visual digest is abstract in order to reserve the structure,
dynamics or interaction but still in a visual form. Arnham
calls it representational abstraction (Cai, 2003). 

Attention, understanding and abstraction are three key el-
ements in our visual communication that we have taken
for granted. These interconnected elements constitute a
“visual digest network.” 

Human vision is driven by attention (Allport, 1993). The
center of our gaze where we are looking, called the fovea,
has the highest possible visual acuity. However, in the pe-

ripheral visual field, we have surprisingly low visual acu-
ity. We are not conscious of this because we instinctively
direct our center of gaze to where we are looking. Our
foveal vision is optimized for fine details, and our periph-
eral vision is optimized for coarser information. 

Human attention is guided by purpose. Humans selec-
tively look at objects that are interesting. Furthermore,
humans anticipate objects that are familiar. Cognition
psychologist Yarbus (1967) uses eye tracking systems to
study the gazing path of the human visual information
process. He demonstrates that the gaze pathways are dif-
ferent if the viewers are asked different questions about
a painting. To understand the imagery data, viewers have
to know the name of objects and the relationships among
them. 

Given a method to detect gaze and objects, how do we
encode our visual information in multiple resolutions to
minimize the communication load and maximize the ef-
ficiency for information retrieving? Figure 1 illustrates
the architecture of a visual digest network.   

J o u r n a l  o f  C y b e r T h e r a p y  &  R e h a b i l i t a t i o n
Wi n t e r  2 0 0 9 ,  Vo l u m e  2 ,  I s s u e  4
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The objective of this paper is to prototype these two el-
ements with computers to prove that visual communi-
cation flow can be improved by encoding
multi-resolution data in the media for display and ob-
jects. This study will also demonstrate applications for
real-world problems, such as video network system de-
sign. For example, if a network system can sense the
user’s attention and only pass the high-resolution video
via embedded metadata, then it would save an ex-
tremely large amount of network traffic. For a digital
video network, this is significant because we can use
the rest of the network bandwidth to add more devices
without changing the architecture of the existing sys-
tems.

attEntiVE VidEo nEtWork

The foveal area has only about a three-degree visual
angle, which is very tiny compared to the peripheral vi-
sual field. Economically, we only need to display a sig-
nificantly small region in acuity, if a system can track
a viewer’s eye movement. In light of this, Gaze-Con-
tingent Displays (GCDs) have been developed to de-
grade the level of detail (LOD) of peripheral image
regions in order to reduce computational workload dur-
ing image transmission, retrieval, or display. It intends
to match the amount of information displayed against
the human visual processing capacity through real-time
eye movement sensing (Duchowski, 2004). 

To realize a GCD system, we degenerate the spatial res-
olution (pixels), temporal resolution (frame rate) and
color depth (number of colors) for the peripheral or un-
attended region to reduce significantly impairing net-

work performance. This is attractive for transferring
videos over a low-bandwidth network. Gaze-based
image compression is developed to trade the LOD for
network bandwidth with encoded images at the super-
pixel level (Kortum, 1996; Geisler, 1998).  However, to
recompose a multi-resolution image is challenging. In
addition, to track gaze positions at the super-pixel level
needs a precise eye tracking device with a well-cali-
brated, restricted dynamic observation range.  

Attentive user interfaces (AUIs) use gaze to control
screen objects or physical devices other than the key-
board or mouse. These interfaces require less precision
in eye tracking. Typical cases include so-called eye typ-
ing for disabled users  (Majaranta, 2002) and gaze re-
mote controller for television sets and lights (Shell,
2003). In extreme cases, AUI can be simplified to a bi-
nary state detection–attentive, or not attentive to the
display, which is inexpensive and tolerant to the user’s
head movements. For example, the eyeCONTACT sys-
tem can monitor whether a user is watching the display.
The video would be pulsed if the user is away. The
coarse resolution control enables economically low res-
olution and non-calibrated eye tracking (Gibbens,
1991).

human Visual information ProcEssing Band-

Width

In this study, we design an attentive user interface for
a multiple video display system that uses minimal net-
work bandwidth. Our approach has two unique fea-
tures: first, we use gaze to select video channels and
zoom to the selected video, which enables a ubiquitous

Figure 1. Overview of the semantic visual search in a network.
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Figure 2. The attentive video network where cameras’ resolution is controlled by gazing.

display control. Second, we optimize the dynamics of
the bandwidth changing in a network during the multi-
modal operation, where the network traffic is a function
of the visual attention. Given n camera live video chan-
nels with adjustable resolutions high and low that are
arranged on a monitor screen, we want to find the min-
imal network traffic as the computer detects which
video channel is selected. 

What is the human visual information processing band-
width? It contains two parts––temporal bandwidth and
spatial bandwidth. Temporal bandwidth is well-known
as the limit of 30 frames per second. For the spatial
bandwidth, it is more complicated because of we have
two kinds of sensors (rods and cones), blank spots and
optical distortions. We can only do a rough estimation.
Here, we assume that human acute vision distribution
is a Gaussian Function, where the foveal angle, screen
size, and viewing distance bare the key variables. For
a screen 84 cm diagonally-wide, resolution 1920 x 1080
pixels, at 30 cm view distance, it is found that only 20%
to 25% of the pixels are effective to a viewer. 

However, we cannot simply remove the pixels in the
peripheral area because its motion perception is impor-
tant to surveillance and must be enhanced for the over-
all vision. When an object moves on the far retinal
edge, an immediate reflex swings the eyes in a direction
which aligns the moving object with the fovea. Closer
in, the peripheral retinal tissue can "see" movement, but
there is no object recognition. When movement stops,

the object becomes invisible. According to this biolog-
ical phenomenon, the frame rate cannot be reduced
without a loss in the level of perception. Therefore, we
propose a system which reduces the resolution in the
peripheral area but keeps a high frame rate for vigi-
lance.

VidEo nEtWork BandWidth control

For wireless networks the bandwidth appears to be the
limiting factor and displaying multiple digital videos
with high resolution, high frame rate and high quality
on a local wireless network is a rather non-trivial task.
Adaptive bandwidth management has been studied
such as queueing, input rate regulation, allocation, fil-
tered input rate, etc. (Sidi, 1989; Erin, 2004; Weiman,
1990). However, the bandwidth problem still exists in
many large wired video surveillance systems that con-
tain hundreds of cameras. An attention and context con-
tingent interface is desirable to manage the network
flow on demand by matching the network bandwidth
with the human visual information processing band-
width.

The video network bandwidth is a function of the num-
ber of cameras, video size, compression ratio, video
resolution, frame rate and scene complexity. Typically,
for a video in a resolution of 640x480 pixels with low
compression 10%, max frame rate (30fps) and four
cameras, the bandwidth required is estimated 36.4
mbit/sec. That is the reason why a system with more
than 12 cameras overtakes the capacity of traditional



JCR

282

attEntiVE VidEo nEtWork With multi-rEsolution

The experimental system contains four network cam-
eras on a local network. Each camera is enabled to
dynamically set resolutions as high (624x480) or low
(320x 240). The monitor displays four video screens
in a low resolution and the highlighted channel in the
high resolution and large size. 

The gaze detection software is programmed in C with
the API from EyeTech (2007). Two infrared lights are

mounted on the sides of the monitor. The camera can
capture the eye gaze at 60 frames per second and the ac-
curacy of three degrees. To avoid overreaction of the
gaze detection, a timer is incorporated to avoid a wind-
shield wiper effect. In this experiment, the operator uses
his eyes to switch the video channels from a low resolu-
tion to a high resolution. The traffic monitor software
records the real-time data flow. The video recorder stores
the operator’s verbal protocols and visual context on the
screen.

Human-Machine Visual Digest

Figure 3. The screens A, B, C and D are in low-resolution. 
When the operator gazes at screen A, it evolves to a high-resolution screen on the top left (yellow). 

nEtWork dynamics

Four experiments were conducted to compare the net-
work dynamics in different configurations: Fixed Switch,
Dynamic Switch, and Evolved Switch.

• Fixed Switch. Fixed Switch has no network bandwidth
at all. The network passes all the video channels and the
display shows each channel in rotation at a fixed timer.
Therefore, the network traffic is constant, which is typi-
cal in many commercial systems.

• Dynamic Switch. When the operator watches one of
many channels that enlarged into a full screen mode, the
network stops to pass the rest of video channels.

• Evolved Switch. When the operator watches one of the
many channels at the peripheral vision screen set, the rest
of the channels turn to low resolution.

These scenarios are tested with default static parame-
ters–resolution (640x480) and compression (10%). As
explained previously, the number of frame rate is main-
tained at 30 fps to guarantee a full movement percep-
tion.

oBJEct VidEo nEtWork

Object video is a context-aware media process that en-
codes the hierarchic ‘meaning’ of the content in the video
instead of just the intensity or colors of pixels. Object
video is based on the object detection and video metadata
codec technologies. Given an image, to detect an object
means to determine whether or not the vehicle is present,
and, if present, to determine the locations and sizes of each
object. By identifying and passing meaningful objects in
the video, we may also minimize the risks of privacy and
bulky data traffic over the wireless networks. For example,
we may only transmit the suspected objects in the video. 
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Figure 4. Network traffic status in four switching modes: (1) 38Mbt/s used for a static management, (2) 38Mbt/s–
9Mbt/s for a basic dynamic switch, (3) 22Mbt/s – 8Mbt/s for an evolved switch, and (4) 22 Mbt/s - 10Mbt/s CMU

dynamic control (100%=100Mbt/s).

management Bandwidth average reduction

Fixed Switch (timer) 38 Mb/s 0%

Dynamic Switch (human) 24 Mb/s 39%

Evolved Switch (timer) 16  Mb/s 57%

Evolved Switch (human) 10 Mb/s 67%

Table 1
Comparison of the approaches in the study

Object detection is a fundamental issue in computer vision.
Since the pioneering work of Roberts (1965) in the early
60s, there has been tremendous progress in object recogni-
tion. Commonly adopted matching and recognition strate-
gies have used trees search (Grimson, 1991) and object
models (Gaston, 1984), the viewpoint consistency con-
straint (Lowe, 1987), attributed graph matching (Fan, 1989),
the generalized Hough transform or pose clustering (Bal-
lard, 1981; Grimson, 1990; Silberg, 1984), alignment (Ull-
man, 1991), and geometric hashing and invariants (Chen,
1993; Forsyth, 1991).

For object video, metadata is essential for multimedia in-

formation retrieving and the real-time scene recognition.
MPEG-7 and MPEG-47 address metadata structures that
enable encoding of multimedia objects inside the video.
They use XML to store metadata, and can be attached to
time code in order to tag particular events, or synchronize
lyrics to a song, for example. At the Kodak Research Cen-
ter (Luo, 2006) researchers add intrinsic data of a camera
such as focal length, flash light state and exposure time,
to the imagery metadata. The study shows that the com-
bination of the computer image analysis and intrinsic
metadata can help to classify the photos, for example, out-
door scenes or indoor scenes, at the rate of 93%. This en-
ables a drastically sped up information retrieval process. 

Cai, Milcent and Franco
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Quality of sErVicE-aWarE Encoding

Here, we investigate the feedback from network band-
width to object video. By assigning a set of profiles of
the metadata according to their network footprint we can
improve the network quality of service (QoS) accord-

ingly: 1) at full bandwidth condition: metadata and full
resolution image, 2) at reduced bandwidth condition: tar-
get in high-resolution and back-ground in low-resolution,
plus metadata, and 3) at lowest bandwidth condition:
metadata only.

Human-Machine Visual Digest

Figure 5. Object video profiles according to network bandwidth status.

In many cases, sending the metadata should be enough
for daily operations because normally there are not
enough human operators to watch the constant real-time
videos. The main function of the onboard video has been
for recording rather than real-time detection. Our tech-
nology enables real-time detection without adding too
much burden to the system. 

hyBrid Visual digEst

Human vision is powerful in discovering interesting or
anomalous objects. However, our vision easily becomes
fatigued. On the other hand, machine vision can keep going
around the clock. However, the reliability of machine vi-
sion is not always perfect, especially when new objects
enter the scene. It is desirable to combine human vision
with machine vision in one platform. In this case, we only
combine the high-resolution areas. Assume h is the inter-
ested areas from the human vision and m is the interested
areas from the machine vision, the hybrid area r is:

In training mode, the system examines the non-overlap-
ping areas o between h and m as a feedback input to

machine vision. The objective is to maximize the over-
lapping areas r and minimize the differences o.

Users can control the weight between human vision
and machine vision. For example, in the operation
mode, users can set human vision as the highest prior-
ity that can override the machine vision. On the other
hand, while the human operator is not available, the
machine vision may take over the visual digest
process.

augmEntEd moBilE VidEo

Transmitting videos across a cellular phone network is
a challenge because of the very limited bandwidth and
the noisy radio field. In this case, we assume that the
region of a human face in the video is smaller than the
region of the background. We may save bandwidth by
transmitting the faces in a high resolution and the
background in a low resolution. Figure 6 illustrates the
augmented mobile video concept. 

R=H MU

O=H M

U
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We built the real-time face feature detection on the
Nokia phone N70 with multi-resolution encoded im-
ages transferred over Bluetooth. Bandwidth is reduced
from 220K (bmp) or 62 K (jpeg) to 2K. From our pre-
liminary study, we found that the metadata-based
video compress can save the bandwidth up to 88%.

For metadata-only transmission, the saving could be
on orders of two to three times the magnitude. In se-
curity, “less-is-more” can be critical for detecting the
real target or rapidly retrieving the video records. With
the metadata, investigators can easily find segments
and locate frames they are interested in.

Figure 6. Augmented video with metadata for multi-resolution video transmission.

Figure 7. Real-time face detection on Nokia phone N70 with multi-resolution encoded images
transferred over the  Bluetooth. Bandwidth reduction from 220K (bmp) or 62 K (jpeg) to 2K.

We use the Haar Transformation (Haar, 1910) to de-
tect simple facial features, such as eyes, noses,
mouths and then we cascade the classifiers to deter-
mine whether those features warrant a face. For ex-
ample, eyes are supposed to be above the nose and
mouth. The cascaded classifiers are trained by sam-
ples with a weight voting model (Viola, 2001).. The
performance of a trained classifier strongly depends
upon the quality of the database used. For example,

if the training samples only contain the front of
faces, then the classifiers can only recognize frontal
faces. Nevertheless, this method yields fast perform-
ance for real-time applications such as mobile video
streaming. It works well with a simple and uniform
background. However, its recognition rate becomes
worse if the background is complex. For example,
the model may mistake some textures for human fa-
cial features.
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conclusions

In this paper, we have investigated the conceptual design
of Visual Digest Network at three visual abstraction lev-
els–gaze, object and word. Our goal is to minimize the
media footprint during visual communication while sus-
taining essential semantic data.

The Attentive Video Network is designed to detect the
operator’s gaze and adjust the video resolution at the sen-
sor side across the network. The results show significant
improvement of the network bandwidth. However, the
gaze detection system is rather restricted. It doesn’t work
within a multi-operator environment.

The Object Video Network is designed for mobile video
and vehicle surveillance applications, where faces and cars
are detected by wavelets, motion segmentation and local
features. The multi-resolution profiles are configured for
the media according to the network footprint. The video
is sent across the network with multiple resolutions and

metadata, controlled by the bandwidth regulator. The re-
sults show that the video is able to be transmitted in much
worse conditions. However, the metadata and the video
transmission protocol have not been standardized yet. It
is important to share the object detection modules and
metadata structures across various industries.

Today, we have so much data but not enough people or
bandwidth. Image and video collections grow at a rate
that exceeds the capacity of networks and human atten-
tion. In real-time surveillance systems, over a terabyte
per hour are transmitted for only a small number of plat-
forms and sensors. We believe that the visual digest net-
work is one of the feasible solutions.
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Brain-comPutEr intErfacE rEsEarch at thE

uniVErsity of Washington:

EEg- and Ecog-BasEd Paradigms

Reinhold Scherer1,3, Felix Darvas2, Jeffrey G. Ojemann2, Yoky Matsuoka1, Rajesh P. N. Rao1

The development of practical brain-computer interfaces (BCI) is proceeding rapidly and devices can
now often provide control to select targets or to trigger pre-defined motion sequences. To move toward
the eventual goals of restoring lost sensorimotor function, information transfer rates will need to in-
crease. Information transfer can be improved at the signal and application end, and we provide several
examples where our laboratory has addressed both issues.

In particular, we have implemented P300 control of an autonomous humanoid robot and EEG-based
motor imagery control of the Google Earth software. An anatomically correct test bed for a human hand
model provides another example where applications are specifically designed to maximize the utility
of a readily available control signal. In parallel, we seek signals that can provide improved information
and fidelity of signal, including signals obtained from direct recording of the human cortical surface.
The high-frequency signals seen at this level show promise for practical BCI applications, such as the
use of contralateral and ipsilateral movement signals from the motor cortex, and, once identified by in-
vasive means, may actually be detectable in non-invasive EEG recordings. These combined strategies
may improve BCI development.

Keywords:Brain-Computer Interface (BCI), Electroencephalogram (EEG), 
Electrocorticogram (ECoG),Neurobotics, Motor control

introduction

Brain-Computer Interface (BCI) technologies enable the
establishment of a direct connection between the human
brain and artificial devices. Actual movements are no
longer necessary to interact with the environment. In-
stead, actions are encoded into predefined brain patterns
that the BCI can detect and translate in real-time. The mo-
tivation for the development of such direct interaction
channels is to reestablish, at least to some extent, com-
munication capabilities of physically disabled individu-
als. These include individuals suffering from degenerative
neurological diseases such as amyotrophic lateral sclero-
sis (ALS), individuals with spinal cord injury or survivors
of a stroke.

Until recently, typical BCIs provided simple 1D control in
order to select targets on a computer screen or to trigger
predefined motion sequences (Birbaumer et al., 1999, Wol-
paw et al., 2003, Pfurtscheller et al., 2003, Müller-Putz et
al., 2005). Today, users can use BCIs for on-demand access
to assistive robotic devices, Virtual Reality (VR) and stan-
dard software applications (Galán et al., 2008, Leeb et al.,
2007, Bensch et al., 2007, Scherer et al., 2007). These ac-
complishments, together with technological advancements
in neuroscience (Moritz et al., 2008, Ganguly et al., 2009)
have lead to more ambitious goals, such as the restoration
of lost motor or sensory function. Currently, the informa-
tion transfer rates are still low compared to manual control
(generally less than 30 bits min-1), but have risen to a level
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at which BCI technology may eventually become useful
for able-bodied individuals, with potential applications in
working environments where movements are constrained,
such as zero gravity environments (Rossini et al., 2009).

Here, we review some recent work in the field conducted
at the University of Washington in Seattle. The review is
divided into three parts. The first part presents two appli-
cations based on the non-invasive electroencephalogram
(EEG)–P300-based control of an autonomous humanoid
robot (Bell et al., 2008) and motor imagery-based control
of the Google Earth software (Scherer et al., 2007).

The second part of the paper deals with the restoration of
hand motor control. The electrocorticogram (ECoG), usu-
ally obtained from the brain surface in epilepsy patients, has
high temporal resolution, spatial specificity and a better sig-
nal-to-noise ratio compared to the non-invasive EEG. We
have found that contralateral and ipsilateral finger move-
ments can be accurately classified from high gamma ECoG
oscillations recorded from a single hemisphere (Scherer et
al., 2009). Human hand dexterity is achieved partly by di-
rect neural control of movements and partly by the biome-
chanics of the system. In order to identify the most
meaningful neural motor commands and to discover neu-
romuscular details of the human hand that allow dexterous
multi-finger movements, we are working on the develop-
ment of an anatomically correct robotic hand system, the
ACT hand (Wilkinson et al., 2003).

Invasive ECoG technology poses a considerably higher
medical risk compared to the noninvasive EEG and is cur-
rently only employed for medical reasons other than BCI,
such as pre-surgical epilepsy monitoring. Inverse mapping
techniques allow mapping of activity recorded by EEG on
the scalp to the cortex, thus producing ECoG-like signals
non-invasively. Using these techniques, in the last part of
this paper we show that mapped EEG can provide signals
similar to ECoG. We identify two control parameters in the
high gamma frequency range in EEG–spatially localized
power increases and bihemispheric phase-locking (Darvas
et al., 2010).

non-inVasiVE EEg-BasEd aPPlications

One issue of current BCI systems is the low information
transfer rate (ITR). The low bandwidth makes direct con-
trol of devices such as wheelchairs or applications such as
word processors difficult. Even if it is possible, direct con-
trol of a device on a millisecond or even seconds time scale
can be tedious. Goal-oriented control is one way of over-

coming this problem. Instead of directly operating a mo-
torized wheelchair, for example, the user only needs to
specify the final destination. At any given moment, how-
ever, the user has to have the ability to interact with the de-
vice and to take over control–in this case, to select a new
destination. Ideally, for practical issues, one wants to have
both modes, direct and goal-oriented control. We describe
below two applications of goal-oriented control. Other re-
searchers have explored similar approaches (Galán et al.,
2008).

control of a humanoid roBot

In (Bell et al., 2008), we demonstrated that EEG-based
goal-directed control of a partially autonomous humanoid
robot allows sophisticated interaction with the environ-
ment. The experiment simulated the scenario in which the
disabled BCI user needs physical interaction with objects
in their environment. The humanoid robot acts as a helper
robot that mediates this physical interaction. For example,
if the user is thirsty and would like some water, the helper
robot could be commanded to get a cup filled with water
from the kitchen. To be able to autonomously perform this
task, the robot requires prior knowledge of the environment
and some amount of autonomy–it has to be familiar with
the environment, know the location of cups and water, and
be able to manipulate objects.

In our experiment the humanoid had to deal with several
of these tasks. The diagram in Figure 1(a) illustrates the
experimental setup. First, the robot autonomously walks
from a starting position towards a table with a red object
and a green object. To be able to identify objects in the ex-
perimental arena, the robot was equipped with cameras and
computer vision. The user receives a live feed from the
robot’s cameras, thereby immersing the user in the robot’s
environment and allowing the user to issue commands
based on relevant image features (see below). For spatial
orientation in the arena, the robot also relies on an overhead
camera.

When the objects are within reach, the robot transmits the
segmented images of the two objects it sees and asks the
user whether to pick-up the red or green cube. The selection
is made by the user based solely on EEG signals as de-
scribed below. After picking-up the object selected by the
user, the humanoid asks the user which location, out of a
set of known locations, to bring the selected object to (in
the experiment, either the table on the left or the table on
the right side of the arena). This selection of the destination
is again made by the user using EEG. Finally, the robot

Brain-Computer Interface Research
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walks to the destination selected by the user and places the
object on the table at the selected location. Apart from the
BCI-based user high-level commands, the humanoid au-
tonomously moves within the arena and possesses the abil-

ity to pick up and drop off objects. Behaviors such as walk-
ing and picking up objects were taught to the humanoid
through imitation learning from human motion capture
(Chalodhorn et al., 2007, Grimes et al., 2008).

The BCI for the above task was based on the detection of
the P300 component of the visual evoked potential. The
P300 is a potential shift occurring about 300 ms after the
user consciously attends to a changing visual stimulus. The
visual feedback provided to the user in the above experi-
ment were the segmented images of objects captured by
the humanoid’s camera. Each time the robot expects new
instructions, the images of the possible choices (objects in
the camera image or images of destination locations) are
presented to the user. These images are scaled and arranged
as a grid on the screen and the grid can be dynamically
adapted depending on the segmentation of the image. To
select the desired option, the user focuses his or her atten-
tion on the image of choice while the border of each image
is flashed in random order. In this case, a red border was
presented for 125 ms every 250 ms. In order to focus the
user’s attention, subjects were asked to count the number
of flashes on the image of choice.

Thirty-two EEG channels were recorded form electrodes
placed over the entire head according to the extended 10-

20 system. A linear soft-margin classifier was used to clas-
sify the EEG that was spatially projected to enhance dis-
crimination between event-related and non event-related
EEG patterns (further details can be found in Bell et al.,
2008). The performance of the BCI depends on the relia-
bility of P300 detection. Usually, several flashes are re-
quired per choice to increase the robustness of classification.
Our results, based on nine subjects, show that an accuracy
of 95% can be achieved for discriminating between four
classes.1 With the implemented rate of four flashes per sec-
ond, the selection of one out of four options takes five sec-
onds (ITR 24 bits min-1). Moreover, this performance can
be achieved after only a few minutes of training.

The experiment described above was designed in such a
way that the robot requested input from the user whenever
new directions were needed. Consequently, the BCI was
operated according to a cue-guided paradigm. To enable di-
rect control, users have to have on-demand access to the
BCI and be able to voluntarily initiate communication at
any time. Thus, to enable self-paced communication, the

Scherer et al. 

Figure 1. (a) P300-based humanoid robot ex-
periment. Starting from position (1), the hu-
manoid had the task of finding objects of
interest in the arena (2), pick up the desired
object (red or green cube, 3) and place it on
the selected desk (A or B, 4). At (2) and (3)
interaction with the user was initiated. (Mod-
ified from Bell et al. (2008)). (b) Self-paced
humanoid control with sensorimotor BCI. (c)
Interface for the control of Google Earth.
The scheme on the left hand side illustrates
the hierarchical arrangement (levels) of
countries and the commands for the virtual
camera. The example shows the selections
required to move the virtual camera over
Austria and to zoom in. The screen shot on
the left hand side shows the graphical user
interface (GUI). The Gui is subdivided into
two parts. The upper part provides feedback
to the user on the currently detected mental
activity and the lower part shows icons rep-
resenting the available options. The feedback
cursor can be used to select commands such
as ‘Select’ to select the highlighted option,
‘Back’ to go back to the previous level and
‘Scroll’ to browse the available options.
Modified from Scherer  et al., (2007) .
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BCI needs to constantly analyze the user’s ongoing brain
activity, not only during predefined time periods. Our cur-
rent work addresses this issue by combining P300 and os-
cillatory brain activity.

In general, event-related potentials (ERPs) such as the
P300 are comparably easy to detect and the training period
is short. However, external stimuli are needed to evoke the
desired brain response. Event-related oscillations (EROs),
on the other hand, can be induced voluntarily by the user.
A common strategy to modulate for example sensorimotor
rhythms is motor imagery, i.e., the kinesthetic imagination
of movements. The detection of EROs in EEG, however,
is difficult because of the phase jitter between the mental
imagery and the induced changes in the rhythmic activity.
Furthermore, it is difficult to deal with a large number of
classes. Therefore, only two different mental tasks are typ-
ically employed for communication. Figure 1(b) shows a
picture of such a motor imagery based self-paced hu-
manoid control. In this preliminary experiment, the user
performed foot motor imagery to voluntarily initiate and
stop walking. Our ongoing work is focused on incorporat-
ing more classes of actions and integrating self-paced con-
trol with ERP-based commands for flexible and scalable
humanoid control.

control of thE googlE Earth aPPlication

In Scherer et al. (2007, 2008) we proposed a self-paced three-
class BCI. For EEG-based BCIs, especially for the self-paced
operation mode, the detection and reduction of noise and ar-
tifacts is extremely important. Artifacts are signals that do not
originate from the brain, but which may influence the BCI
output. The most common artifacts generated by the user are
caused by muscle movements (electromyogram, EMG) and
eye movements (electrooculogram, EOG). Both artifacts
have a wide frequency range; EOG has a maximum below
four Hz and EMG at frequencies higher than 30 Hz. The typ-
ical frequency range of sensorimotor BCIs is 8-30 Hz, and
thus reactive components are close to the range of the arti-
facts. We used regression to reduce EOG artifacts (Schlögl
et al., 2007) and inverse filtering to detect EMG activity
(Lopes da Silva et al., 1977). Furthermore, to reduce the com-
plexity of the BCI only three bipolar EEG channels, recoded
from six electrodes, were used.

To achieve self-paced operation, in a first step, the user
performed cue-guided three-class motor imagery feedback
training. The imagery tasks included left hand, right hand
and either foot or tongue imagery. To provide feedback,
subject-specific oscillatory patterns, resulting in a number

of band power features for each EEG channel, were iden-
tified and a committee of Fisher’s linear discriminant
analysis (LDA) hyperplane classifiers (Duda et al., 2000)
were trained for classification. Cue-guided training was
performed until the three-class classification accuracy was
satisfactory (75%). During this training, not only were the
parameters of the BCI adapted to the user’s brain activity,
but also the brain learned to reliably generate the patterns.
At this point, an additional LDA classifier was trained to
detect any of the three stabilized motor imagery patterns,
such as to detect general motor imagery activity, in the on-
going EEG. For self-paced operation we simply combined
the output of the different classifiers. Whenever motor im-
agery activity was detected by the individual LDA classi-
fier, the LDA committee voting defined the BCI output
signal.

Computing the performance of self-paced BCIs is difficult
because the real intent of the user has to be assessed and
correlated with the BCI output. Instead, we used a cue-
guided paradigm with longer periods, where no motor im-
agery had to be performed, to evaluate the performance and
three subjects participated in the experiment. After about
five hours of training, the three-class classification accuracy
was more than 80% with 17% false positive detections dur-
ing non-imagery periods (Scherer et al., 2008). To give sub-
jects the possibility to voluntarily initiate, hold and release
motor imagery patterns, we also designed a game-like vir-
tual environment (VE). The task was to navigate through
the VE and collect items. For navigation in the VE, the three
motor imagery patterns were translated as rotation to the
left, rotation to the right and move forward. The only con-
straint was a time limit of three minutes for each experi-
mental run. Users self-reported on satisfactory self-paced
control.

Compared to standard BCI applications, the number of de-
grees of freedom and the number of available options re-
quired to achieve reasonable control are high for standard
software applications. However, for specific applications, a
useful performance can be achieved. To be able to use the
three-class self-paced BCI to interact with the Google Earth
virtual globe program, we designed a special graphical user
interface (GUI, Scherer et al., 2007). Instead of selecting
letters in order to type the name of a country, the countries
were hierarchically grouped by continent and continental
area. Thus, three selections were required to isolate the
country of interest and to position Google Earth’s virtual
camera. See Figure 1(c), right plot. To visit the final location
the fourth level allowed the direct manipulation of the vir-
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tual camera. A total number of 201 different options were
available with the options including countries and modifi-
cation of the camera position. The screen shot in Figure 1(c)
shows the implemented GUI. The three imagery patterns
were used to scroll through available options, to select the
desired option and to undo the previous selection. After an
additional training time of about 10 hours, one subject pre-
viously participating in the three-class self-paced experi-
ment successfully operated Google Earth in front of a public
audience. The average time to go from level one to level
four was about 20 seconds.

toWards inVasiVE nEuroProsthEtics

Self-paced EEG-based ERO-BCIs, together with func-
tional electrical stimulation, can be used to restore hand
function in individuals with spinal cord injury
(Pfurtscheller et al., 2003, Müller-Putz et al., 2005). The
low bandwidth and the noise, however, are currently lim-
iting factors for the implementation of efficient neuropros-
thetic control. Several groups, including ours, proposed the
use of the invasive electrocoricogram (ECoG). ECoG sig-
nals are recorded from electrodes placed on the surface of
the brain without penetrating the cortex. The signal ampli-
tudes are up to 100 times higher than those of the EEG and
usually a large number of electrodes (>64) are available.
Since the signals are recorded directly from the surface of
the cortex and each electrode records only neuronal signals
directly beneath it, there are limited cross talk effects be-
tween electrodes. Thus, ECoG benefits not only from a
higher signal-to-noise ratio but also provides high spatial
specificity compared to the non-invasive EEG. A number
of studies have successfully shown correlations between
actual movements and oscillatory ECoG components
(Blakely et al., 2009, Felton et al., 2007, Graimann et al.,
2004, Hill et al., 2006, Miller et al., 2009, Pistohl et al.,
2008, Schalk et al., 2008). Especially oscillations in the
high gamma range–frequencies above 70 Hz–were found
to provide characteristic signatures for motor execution and
motor imagery. Being invasive, however, the availability
of ECoG is usually limited.

classification of iPsilatEraland contralatEral fin-

gEr moVEmEnts

Often neurological damage, such as an internal capsule
stroke, leaves ipsilateral motor function preserved, while
contralateral function is lost. In such cases it would be useful
to obtain BCI control signals for both hands from one single
hemisphere.

We addressed this issue and performed experiments with

two neurosurgical patients who underwent a temporary
placement of a subdural electrode array in order to localize
the focus of epileptic seizures (Scherer et al., 2009). In both
patients the electrode grid covered sensorimotor brain
areas. ECoG was recorded while patients were performing
cue-guided repetitive motion tasks of left or right thumb or
index finger movement. The finger movement patterns
were recorded using a data glove. Template brains with su-
perimposed electrode grid positions are shown in Figure

Scherer et al. 

Figure 2. (a) Placement of the ECoG electrode grids for both
subjects (56 and 64 channel grid). (b) Time-frequency plots of
significant (alpha=0.01) power increase (red) and decrease (blu)
for subject 2 during contralateral and ipsilateral thumb move-
ments. The reference interval was placed from -0.75 to -0.25
prior to cue presentation. Modified from Scherer (2009). (c)
Classification accuracies between different finger combinations.
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2(a). The results of the time-frequency analysis confirmed
the well documented phenomenon of a focal power in-
crease in frequencies above 50 Hz and a widespread de-
crease in lower frequencies (8-40 Hz). Similar
time-frequency activation patterns were induced during
contralateral and ipsilateral movements. Surprisingly, the
high frequency modulations during ipsilateral movement
were more focused than those during contralateral move-
ments. Figure 2(b) shows the time/frequency map of sig-
nificant power changes as function of time for contralateral
and ipsilateral thumb movement for one subject.

On average, the single-trial classification accuracy between
either the two digits on the ipsilateral or contralateral hemi-
sphere or between the same digits of the two hemispheres
was 83.3% (using cross-validation). For classification,
band power features estimated in the two standard fre-
quency bands 8-40 Hz and 71-100 Hz (as proposed by
Shenoy et al., 2008), were used. To identify the most reac-
tive electrodes, each channel was analyzed individually.
After identifying subject-specific frequency bands (from a
range of 6 - 125 Hz) the average classification accuracy in-
creased up to 89%. Figure 2(c) summarizes the accuracy
achieved by two and four digit classification for both sub-
jects. The average classification accuracy between the four
movements was about 78% with a random level at around
33%. The distinction sensitive learning vector quantization
(DSLVQ), (Pregenzer et al., 1999), method was used for
classification and for the identification of the most relevant
spectral components. The spectral power was estimated
from one-second time intervals.

The results of this study confirm the usefulness of ECoG
as input signal for the BCI and demonstrate that signals
recorded from one hemisphere can be used to decode
contralateral and ipsilateral finger movements. In the
presented study we focused on the spectrum and by
using one-second segments to estimate the power, we
neglected the short-term temporal dynamic of the oscil-
latory activity. If this were to be taken into account as
well, we would expect an increase of the classification
performance.

For a better translation of the spatial-spectral-temporal
oscillatory activity patterns that are required to achieve
direct control of a neural prosthesis, it is important to un-
derstand the neural mechanisms that control the function
of the human hand. To understand the neuromuscular de-
tails of the human hand that allow dexterous multi-finger
movements, we aim for the development of the most
anatomically correct robotic hand system.

thE anatomically corrEct tEstBEd (act) roBotic

hand

Numerous anthropomorphic robotic hands have been de-
veloped with the goal to replicate human-level dexterity.
However, none of the existing hands are able to go beyond
gripping simple objects autonomously. Dexterity of move-
ments is achieved in the human hand in part due to the bio-
mechanics of the hand and in part due to the neuromuscular
control. To achieve human-like dexterity we have designed
a robotic hand called the Anatomically Correct Testbed
(ACT) Hand that possesses many of the biological features
of the human hand (see Figure 3). The ACT Hand is de-
veloped with the aim to further our understanding of
human biomechanical structure and neural control strate-
gies that are important for future robotic and prosthetic
hands. The local nonlinear interactions between the muscle
excursions and joint movements are mimicked in the ACT
Hand by bone shapes that match human bones and by the
properties of the tendon hood that connects the actuators
to the finger bones (Wilkinson et al., 2003, Deshpande et
al., 2008). The anatomical properties allow us to implement
biological control strategies such as direct muscle control.
We have developed the control software to achieve desired
muscle actuation for direct muscle control and also to de-
termine muscle actuation, using an optimization routine,
for given end point position and joint stiffness.

inVErsE maPPing of EEg

Despite the fact that the ECoG provides higher spatial speci-
ficity and signal-to-noise ratio (SNR) than the EEG, its ap-

Brain-Computer Interface Research

Figure 3. ACT Hand showing anatomical bone segments
with muscle-motors acting via ‘tendons’ with realistic
insertions and redundancy.
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plicability is limited due to its invasive nature. For practical
purposes, we would like to get the same amount of infor-
mation about cortical activity from the non-invasive EEG.

Recent research has shown that sensorimotor high
gamma activity can be found in the EEG recorded over
sensorimotor areas (Ball et al. 2008). Inverse mapping
methods allow the estimation of the cortical activity from
the EEG and thus, produce ECoG-like signals. To com-
pute the inverse mapping an electrical model of the head
is required that provides a mapping of putative neuronal
activity to the scalp. For the most accurate mapping a
high number of electrodes and subject-specific models
are required. The latter are usually constructed from
anatomic magnetic resonance (MR) images. Since EEG
electrodes have to be applied frequently and the creation
of the individual head models is time consuming and ex-
pensive, such an approach would not be very practical.
On the other hand, BCIs could be more robust when in-
formation about the cortical source of the signal is in-
cluded. For example, it is very unlikely that EMG
artifacts are mapped exclusively to sensorimotor areas
and consequently, inverse mapping would allow for a dis-
tinction between genuine cortical signals and artifacts.
Moreover, the information-transfer rate could be in-
creased by using faster rhythms, such as the high gamma
band, to convey information.

In a current study, we examine whether a limited elec-
trode setup and a generic head model can be used to
map high gamma activity in sensorimotor areas (Darvas
et al., 2010). Ten subjects participated in this study.
Subjects were asked to perform voluntary abductions
of the right index finger (left index finger for one left-
handed subject) in random intervals between four to
seven seconds. A total number of 100 movement trials
were recorded. We used a 3D localizer to measure the
position of the twenty-seven electrodes used in this ex-
periment (see Figure 4(a)). These electrode positions
were then subsequently used to construct the head
model. To be able to process the EEG signal the EMG
of the right or left extensor indicis muscle was
recorded. To get a good spectral resolution the signals
were sampled at 4800 Hz. We used a tissue segmenta-
tion of the Montreal brain phantom into skin, outer
skull, inner skull and white/gray matter interface as a
generic head model. This model was warped to the
measured 10-20 electrode positions to match the sub-
ject’s geometry (Darvas et al., 2005). The warped head
geometry was used to compute an electrical boundary
element (BEM) forward model for each subject. A
weighted minimum norm algorithm was used to com-
pute the inverse projection matrix. Source orientations
were assumed to be fixed and perpendicular to the
white/gray matter interface.

Scherer et al. 

Figure 4. (a) Elec-
trode setup for the
inverse mapping
experiment (b) Z-
scores of beta and
high gamma activ-
ity (average over
nine right-handed
subjects) (c) Brain
areas which are
phase synchronized
(red spots) with the
region of interest on
the left hemisphere
(marked in black).
Modified from Dar-
vas et al., (2010).
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Statistical analysis of the mapped EEG activity showed
high gamma activity between 80–100 Hz about 400 ms
prior to the movement (EMG) onset. At the same time
the well-documented decrease of the power in the beta
frequency range was observed. Figure 4(b) shows the av-
eraged Z-score maps for the nine right-handed subjects.
We see a spatially focused high gamma activity in pre-
motor (about 400 ms prior to movement) and motor areas
(about 150 ms prior to movement). We also computed
the phase synchronization between cortical areas, using
the phase-locking value (PLV), and found for the first
time a interhemispheric phase locking of the high gamma
activity starting about 400 ms before movement onset.
Figure 4(c) shows the region of interest and the phase
locked cortical areas.

With the selected methods we were able to show consis-
tent results in ten subjects, including high gamma power
increase over sensorimotor areas and high gamma phase
coupling between the hemispheres. The advantage of the
inverse mapping that was used is its real-time capability.
The head model, which has to be computed once for each
subject, takes about 10 minutes on a standard laptop. The
inverse mapping is a simple matrix multiplication which
can be computed in milliseconds, and thus works for real-
time applications. A next step is to research whether sin-
gle-trial detection is possible and to analyze to which
extent this new feature improves robustness of classifica-
tion and speed of communication.

discussion and conclusion

Our results illustrate the range of capabilities of current
BCI systems and demonstrate the potential of BCIs to be-
come useful assistive devices. The P300-based control of
the humanoid robot and the sensorimotor rhythm control
of Google Earth show that different applications may ben-
efit from different control paradigms. Event-related po-
tentials are fast and easy to detect, however, they are also
dependent on external stimuli. Event-related oscillations
are slower and more difficult to detect, however, self-
paced control can be realized without the need for external
sources. It may be possible to combine these two control
paradigms to reap the benefits of both.

The non-stationary and inherent variability of the non-in-
vasive EEG makes the direct control of neuroprosthetic de-
vices using EEG signals difficult. The results that individual

finger movements from both the ipsi- and contralateral
hands can be discriminated from oscillatory ECoG activity
provided further evidence of the usefulness of this mini-
mally invasive recording technique. These findings have
important implications for neurorehabilitation, suggesting,
in particular, the possibility of regaining ipsilateral move-
ment control using signals from an intact hemisphere after
damage to the other hemisphere. From a machine learning
and pattern classification point of view, our results also
show that the best performance can be achieved only by the
identification of the optimal BCI configuration, which ne-
cessitates a more detailed understanding of the function of
the human hand and its neuromuscular properties.

The ACT hand, by imitating human biomechanics, con-
tributes to the above-mentioned aim. For the ACT Hand
we have analyzed the complex relationship between the
muscle actions and joint movement defined by the mo-
ment-arm matrix (Deshpande et al., 2008). It is well
known that the moment-arms for the hand muscles are
configuration dependent and vary substantially with
changes in posture. Using the ACT hand, we have been
able to determine the moment-arm relationship which is
difficult to determine for the human hand. Using the mo-
ment-arms relationship, we designed controllers for mus-
cle actuation to track the desired finger end point motions
(Deshpande et al., 2009).

The finding that the use of inverse mapping techniques al-
lows the identification of spatially localized high gamma
activity may result in new opportunities for EEG-based
BCIs. While high gamma power increase has been de-
scribed in detail in the EEG literature, we reported for the
first time phase locking in the high gamma range between
motor areas during movement. ECoG electrode grids are
usually implanted over one hemisphere only. Therefore,
it has not been possible to study interhemispheric synchro-
nization in the ECoG. Our method, being based on EEG,
allows the investigation of questions which otherwise
would require invasive recording techniques.
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This paper presents a study aimed at developing a tool for the assessment of executive functions in pa-
tients with different etiologies by customizing a virtual reality (VR) version of the Multiple Errands
Test (MET) (Shallice & Burgess, 1991; Fortin et al., 2003). The MET is an assessment of executive
functions in daily life which consists of tasks that abide by certain rules. It is performed in an actual
shopping mall-like setting where there are items to be bought and information to be obtained. The spe-
cific goal of this study was to conduct a pilot study using the virtual version of MET (VMET) with
both control subjects and patients suffering from Parkinson’s disease and from stroke. The task was
supported by the employment of an advanced technology able to ensure an ecologically valid context
for the patient. Specifically, the MET procedure, previously modified according to the requirements of
the NeuroVR software system,  was presented via a virtual supermarket. Subjects were requested to
select and buy various products presented on shelves with the aid of a joy-pad. The procedures devel-
oped and employed during this pilot phase, results obtained for the two clinical samples and the impli-
cations for the assessment of executive functions are addressed in this paper.

Keywords: Virtual Reality, Executive Functions, Multiple Errands Test (MET), Daily Life Tasks, NeuroVR

introduction

This paper presents a study aimed at developing a tool for
the assessment of executive functions in patients with dif-
ferent etiologies, in particular Parkinson’s disease (PD)
and cognitive impairment due to acquired brain injury (in-
cluding stroke), by customizing a virtual reality (VR) ver-
sion of the Multiple Errands Test (MET) (Shallice &
Burgess, 1991; Fortin et al., 2003). This task is supported
by the use of advanced technologies capable of providing
an ecologically valid context for the patient while he or
she is involved in a complex planning task. 

thE “dysExEcutiVE syndromE” 

The term “executive functions” refers to a set of behav-

ioral competencies which include planning, sequencing,
the ability to sustain attention, resistance to interference,
utilization of feedback, the ability to coordinate simulta-
neous activity, cognitive flexibility (i.e. the ability to
change set), and, more generally, the ability to deal with
novelty (Crawford, 1998). The neural substrates of these
competencies are considered to lie in the prefrontal cortex.
These abilities play a critical part in complex social be-
havior, help to suppress improper actions and to focus on
purposeful information.

The “dysexecutive syndrome” refers to a cluster of deficits
in executive functions. Individuals who suffer from exec-
utive function impairments, including attention, planning,
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problem solving and behavioral control (Shallice &
Burgess, 1991; Manly et al., 2002; Burgess et al., 2000)
present problems of starting and stopping activities, the
difficulty in mental and behavioral shifts, increased dis-
tractibility and difficulties learning novel tasks despite the
fact that their “basic” cognitive abilities are preserved
(Shallice & Burgess, 1991). Such individuals thus demon-
strate difficulties in Activities of Daily Living (ADL) and
Instrumental Activities of Daily Living (IADL) function-
ing (Fortin et al., 2003; Chevignard et al., 2000). Many
different categories of subjects can be characterized by
this syndrome, showing similar symptoms, with different
levels of severity and various forms of resulting behavior,
such as patients suffering from different forms of demen-
tia, patients with attention disorders and hyperactivity and
subjects suffering from schizophrenia (Castelnuovo et al.,
2003). Both the literature and the daily clinical experience
of the health care professionals involved in the present
study have highlighted the frequency and intensity of dif-
ficulties related to frontal lobe deficits in these patients.

Loss of executive functions is primarily a consequence of
brain injury located in the prefrontal cortex area. The most
common causes of executive functions impairments are
neurological conditions including frontal lobe damage due
to traumatic brain injury, pervasive CNS damage such as
stroke (Baddeley & Wilson, 1988) and those with specific
pathologies such as Parkinson’s disease (PD). 

In recent years, several studies have focused their attention
on the distribution of neuropsychological impairments in
stroke patients, together with the role of these cognitive
profiles in predicting patient functional outcomes. Nys,
Zandvoort et al. administered an exhaustive neuropsycho-
logical examination to 190 patients, also recording clinical
(neurological and neuroradiological) and demographic in-
formation (Nys et al., 2007). A disorder in executive func-
tioning, abstract reasoning, verbal memory, and/or
language was present in 60-70% of the patients.

With regard to PD patients, in addition to motor symp-
toms, such as bradykineasia, rigidity and tremor, cognitive
deficits have been extensively observed, resembling those
following frontal lobe damage (Altgassen et al., 2007). In
particular, examination of cognitive function often reveals
mild to moderate deficits, including visuospatial impair-
ment, attentional set-shifting difficulties, working memory
impairment and poor executive functions (Sammer et al.,
2006; Lewis et al., 2003; Uekermann et al., 2004). For in-
stance, patients with PD exhibit planning deficits on the

Tower of London task (TOL) (Shallice, 1982), which re-
quires forward planning and subsequent execution of a se-
quence of moves, particularly in unmedicated states
(Cools et al., 2001). Disturbances of the dopaminergic sys-
tem are thought to play a role in the development of frontal
executive impairment (Sammer et al., 2006) and indeed,
dopaminergic medication may improve planning through
increased prefrontal blood flow Cools et al., 2001).Work-
ing memory deficits have often been argued to underlie
cognitive deficits in PD (Lewis et al., 2003). According to
this hypothesis, Kliegel et al. (2005) reported that PD ef-
fects on a task involving planning overlapped with differ-
ences in working memory capacity. To summarize,
selective cognitive impairment in PD is associated with
decrements in working memory that require executive
processing, indicating frontal  lobe dysfunction. 

thE multiPlE Errands tEst (mEt)

On a methodological level, the assessment of executive
functions under typical clinical or laboratory conditions is
unsatisfactory for several reasons (Rand et al., 2009). In
such settings, planning, multi-tasking or problem solving
are usually done via pen and paper tasks rather than being
presented in an actual or simulated manner. Among the
most frequently employed tools within the clinical context
are the Stroop Test (Stroop, 1935), the WCST (Grant &
Berg, 1948), the TOL (Shallice, 1982), the Progressive
Matrices Raven, 1948), and Elithorn’s Labyrinth, which
are all pencil and paper tools and which present trials in-
dependent from any activities of daily living, and for this
reason lacking in ecological validity.

There are also tools developed to measure executive
deficits in situations similar to daily ones, such as the Be-
havioral Assessment of Dysexecutive Syndrome, the Dy-
sexecutive Questionnaire (BADS & DEX) (Wilson et al.,
1996) and the Multiple Errands Test (MET) (Shallice &
Burgess, 1991).

The MET is an assessment of executive functions in daily
life originally developed by Shallice and Burgess (1991)
specifically for high functioning patients and adapted into
the simple version (Alderman et al., 2003) and the hospital
version (Knight et al., 2002). It consists of three tasks that
abide by certain rules and is performed in a mall-like set-
ting or shopping center. The tasks vary in terms of com-
plexity (e.g. buy a small brown loaf vs. discover a
currency exchange rate), and there are a number of “hid-
den” problems in the tasks that have to be appreciated and
the possible course of action evaluated (e.g., one item asks

NeuroVR’s Assessment of Executive Function
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that participants write and send a postcard, yet they are
given no pen). In this way, the task is, like many situations
outside the laboratory, quite “open-ended” or “ill-struc-
tured” (Goel & Grafman, 2000; Burgess et al., 2006).
There are many possible courses of action, and it is up to
the individual to choose one.

After the tasks and the rules have been explained, patients
are able to plan and choose the sequence of actions to
complete the tasks. In this way, the executive functions
stimulated are numerous, from the ability to plan a se-
quence of actions, to problem solving and to cognitive and
behavioral flexibility.

The tester follows the participant, recording mistakes of
different kinds. Scoring of the MET relates to the numbers
of mistakes of observed behavior in different categories
including non-efficiency, rule breaking and use of strate-
gies mistakes in addition to the partial and complete mis-
takes of completing a task and the total number of
mistakes. 

Being a “real-life” multitasking test requiring the perform-
ance of very common daily actions, the MET has good
ecological validity (Burgess et al., 2006).

It also has good psychometric properties. Knight et al.
(2002) reported inter-rater reliabilities ranging between
.81 to 1.00 for the various measures of the MET, and an
internal consistency (Cronbach’s alpha) of .77.

Studies have shown that it is moderately correlated with
most of the items in the Dysexecutive questionnaire
(DEX), which assesses executive functions in everyday
life (Alderman et al., 2003). Moreover, Dawson et al.
(2005) have shown that Multiple Errands performance
(using a hospital-based version) not only correlates well
in CVA patients with self-report measures of everyday
ability using the Sickness Impact Profile Bergner et al.,
1981) and the Mayo-Portland Adaptability Inventory
(Malec et al., 2003), but also with objective assessment of
daily living skills using the Assessment of Motor and
Process Skills [AMPS] battery, e.g., (Fisher, 2003).

thE Virtual multiPlE Errands tEst (VmEt)

To perform the Multiple Errands Test, the user has to go
with the therapist to a real mall, with walking and mobility
abilities required for both reaching the target place and
moving into and around the mall. This could present a
problem if the patient has motor difficulties. In addition,

this procedure could take a long time, for both patient and
therapist, which could instead be used for more training
in the rehabilitative setting. Finally, real shop features and
structure are totally uncontrolled by the therapist, so that
unpredictable and potentially disturbing changes may
occur when the test takes place.

Virtual reality (VR) has great potential for use in the re-
habilitation of everyday life activities, involving cognitive
and motor functions. The use of simulated environments,
perceived by the user as comparable to real world objects
and situations, can overcome the limitations of the tradi-
tional Multiple Errands Test, by keeping intact its several
advantages. 

Over the past twenty years progress in technology has pro-
vided clinicians with new opportunities for evaluation and
treatment of neuropsychological disorders, which were not
available with traditional methods. In particular, with the
introduction of VR tools, it has become possible to assess
and train patients in ecologically relevant environments
(Morganti, 2004; Morganti et al., 2007).

The use of computerized tools, and in particular VR, pres-
ents specific advantages: adaptability to varying user abil-
ities, compensation for sensory deprivation and motor
impairments, a high level of engagement and motivation,
repetitive training which may, in some cases, be used at
home, multi-sensorial stimulation and feedback, and more
realistic tasks that are safe and suitable for rehabilitation. 

The realism and engagement of VR tools may also help
to transfer learning to the real world (Rizzo & Kim, 2005).
In the following paragraphs, two virtual scenarios devel-
oped for the VMET will be presented–the IREX VMall
and the NeuroVR supermarket.

a first Virtual scEnario for thE VmEt: thE

irEx Vmall

Rand, Rukan, Weiss and Katz (2009) have developed a
first version of the Virtual Multiple Errands Test (VMET)
as an assessment tool for executive functions [17]. It was
implemented within the Virtual Mall (VMall), a new func-
tional video-capture virtual shopping environment (Rand
et al., 2005a). The VMall is a functional virtual environ-
ment currently consisting of a large supermarket which
was programmed via GestureTek’s IREX video capture
virtual reality system. This system includes a single cam-
era, which films the user and displays his or her image
within the virtual environment and interaction is done

Raspelli et al. 
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using active movements (Rand et al., 2005b; Weiss et al.,
2004). More specifically, users stand or sit in a demarcated
area with a chroma key backdrop viewing a large video
screen that displays simulated environments (Rand et al.,
2009). A single camera films the user and displays his or
her image within the virtual environment. The user’s
movements are processed on the same plane as screen an-
imation, text, graphics, and sound, which respond in real
time. Therefore, the user sees himself or herself in the vir-
tual environment and interacts using his or her own natural
movements (Weiss et al., 2004). This system has been
used in rehabilitation and has been shown to be suitable
for use with patients experiencing motor deficits, cognitive
deficits, or both (Kizony et al., 2005; Rand et al., 2007;
Reid, 2002; Sveistrup, 2004).

Based on this VR platform, the VMall is a virtual super-
market that encourages planning, multitasking, and prob-
lem solving while practicing an everyday shopping task
(Rand et al., 2005). It was developed to provide post-
stroke participants with the opportunity to engage in a
complex, everyday task of shopping in which their weak
upper extremity and executive functions deficits can be
trained. Within this environment, the products are virtually
selected and placed in a shopping cart using upper-extrem-
ity movements. The VMall has been shown to provide an
interesting and motivating task which can offer post-stroke
participants an opportunity to practice different shopping
tasks without leaving the treatment room (Rand et al.,
2007). Since it is operated within a clinical setting, it is
safer, less time-consuming and less expensive compared
to shopping in a real mall. In addition, the therapist can
control different parameters, such as number of items pur-
chased or their location within the store, in order to adapt
the level of the task to the patient’s needs. In a previous
study, the VMall was found to be sensitive to differences
in the shopping time and number of mistakes between
post-stroke participants, healthy young participants and
healthy older participants on a simple shopping task of
four items (the 4-item test) (Rand et al., 2007).This initial
research, entailing the use of a simple shopping task, pro-
vided support for the development of a virtual realization
of the MET.

In particular, in another study an adapted version of the
MET – Hospital Version was implemented within the
VMall (Rand et al., 2009). It consisted of the same number
of tasks (items to be bought and information to be ob-
tained) as the MET and the instructions were identical, but
the products were changed to those that could be found in

the VMall. The third task (meeting the tester at a certain
time) was changed to checking the contents of the shop-
ping cart at a certain time. For this reason a digital clock
appeared on the bottom left corner of the screen showing
the real time. The participant was given a task sheet and
pen (as in the real mall). A small table was placed near the
participants for ready access to the sheet and pen while
the participant activated the VMall. This VMET was ad-
ministered while the participants experienced the VMall.

Preliminary results from this study, which included three
groups–post-stroke participants, healthy young partici-
pants and healthy older participants, showed the ecological
validity and initial construct validity of the VMET imple-
mented within the VMall environment as an assessment
tool for executive functions. In particular, the VMET was
able to differentiate between two age groups of healthy
participants and between healthy and post-stroke partici-
pants thus demonstrating that it is sensitive to brain injury
and aging and supports construct validity between known
groups. In addition, significant correlations  were found
between the MET and the VMET for both the post-stroke
participants and older healthy participants. This provides
initial support for the ecological validity of the VMET as
an assessment tool of executive functions. 

In another study, conducted on four post-stroke partici-
pants, the intervention focused on improving multitasking
while the participant was engaged in a virtual shopping
task. Instruments included the Multiple Errands Test in a
real mall and in the VMall (Rand et al., 2009). Among the
other results, the percentage improvement (decrease in
mistakes) on most of the measures within the MET and
VMET for all four participants was substantial–the par-
ticipants made fewer mistakes post-intervention in com-
parison to pre-intervention. In addition, the participants
demonstrated more confidence in the real mall task and
broke fewer social rules during post-intervention testing,
despite the fact that such rules were not practiced in the
VMall. This data supports the VMall’s potential as a mo-
tivating and effective intervention tool for the rehabilita-
tion of people post-stroke who have multitasking deficits
during the performance of daily tasks.

For the study presented in this paper we developed another
VR-based Multiple Errands Test. More specifically, as
shown in the following paragraph, using the NeuroVR
software we have customized a VR version of the Multiple
Errands Test (MET) (Shallice & Burgess, 1991; Fortin et
al., 2003) in order to develop a tool for the assessment of

NeuroVR’s Assessment of Executive Function
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executive functions in patients with different etiologies,
in particular Parkinson’s disease and cognitive impairment
due to acquired brain injury, including stroke.

a nEW Virtual scEnario for thE VmEt: thE nEu-

roVr suPErmarkEt

The analysis of the clinical features of the subjects in-
volved in the present study has led to the use of an inter-
active technology developed for clinical and rehabilitative
purposes, the NeuroVR software.

It is a free VR platform based on open-source software.
The software allows non-expert users to adapt the content
of 14 pre-designed virtual environments to the specific
needs of the clinical or experimental setting (Riva et al.,
2009). Using NeuroVR, the user can choose the appropri-
ate stimuli from a database of objects (both 2D and 3D)
and videos and easily place them into the virtual environ-
ment. The edited scene can be visualized via the Player
using either immersive or non-immersive displays.  Cur-
rently, the NeuroVR library includes 14 different virtual
scenes including an apartment, office, square, supermar-
ket, park classroom and other scenes. 

The NeuroVR Editor was built using Python scripts that
create a custom graphical user interface (GUI) for Blender
Riva et al., 2009). The Python-based GUI has the ability
to hide all the richness and complexity of the Blender
suite, thereby exposing only the controls needed to cus-
tomize existing scenes and to create the proper files to be
viewed in the Player.

Through this platform, in order to develop a specific tool
for the assessment of executive functions, a new scenario
was created. In particular, the original virtual scene of the
supermarket has been customized through different stimuli
chosen from a database of objects.  

The final application consists of a virtual supermarket,
shown in Figure 1, where there are items to be bought and
information to be obtained. Subjects are able to select and
buy various products presented on shelves with the aid of a
joy-pad.

The Multiple Errands Test procedure was modified ac-
cording to the structure and the features of the system in-
volved in the study. 

In particular, subjects were invited to buy some items fol-
lowing a defined shopping list (e.g., a chocolate bar or two

products from the refrigerated products aisle) and to obtain
some information (e.g., the closing time of the supermar-
ket or the number of shelves which sell fruit) following
specific rules: 

• you must carry out all tasks but may do so in any order;
• you are not allowed to enter any aisle unless you need
items there to complete part of your assignment;
• you are not allowed to go into the same aisle more than
once;
• you are not allowed to buy more than two items per cat-
egory of item;
• take as little time as needed to complete this exercise
without rushing excessively;
• do not speak to the person observing you unless this is
part of the exercise.

While completing the Multiple Errands Test procedure,
the time of execution, total errors, partial tasks failures,
inefficiencies, rule breaks, strategies and interpretation
failures were measured.

The scoring key for these variables are the following:

• for errors in executing the tasks, the scoring range was
from 11 (the subject has correctly done the tasks) to 33
(the subject has totally omitted the tasks); 
• for inefficiencies, the scoring range was from eight (great
inefficiencies) to 32 (no inefficiencies); 
• for rule breaks, the scoring range was from eight (great
rule breaks) to 32 (no rule breaks); 
• for strategies, the scoring range was from 13 (good
strategies) to 52 (no strategies);  

Figure 1. A screenshot of the virtual supermarket.
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• for interpretation failures, the scoring range was from
three (great interpretation failures) to six (no interpretation
failures) and  
• for partial task failures, the scoring range was from eight
(no errors) to 16 (great errors). 

Specific items of partial task failures were the following:

• “searched item in the correct area”;
• “maintained task objective to completion”;
• “maintained sequence of the task”;
• “divided attention between components of task and com-
ponents of other VMET tasks”;
• “organized materials appropriately throughout task”;
• “self corrected upon errors made during the task”;
• “no evidence of perseveration”;
• “sustained attention throughout the sequence of the task
(not distracted by other stimuli).”

mEthod

Vr EnVironmEnts

The virtual environments employed in the study present
two different scenarios–a food market, for the training in
navigation and of object selection and a supermarket,
which is larger and more complex, for the evaluation
phase. The subject-environment interaction was based on
semi-immersion (scenes were visualized on a large screen
via video-projector) and objects were selected using a
wireless joy-pad.

PoPulation

The study included three samples–a sample of healthy
adults with no history of neurological disease and two dif-
ferent clinical samples. For all three samples, subjects were
selected with an age between 50 and 70 years old. 
The clinical samples consisted of five patients suffering
from Parkinson’s disease (mean age = 66.6 years, std.dev
= 12.4; mean number of school years = 6.2 years, std.dev.
= 3.8; MMSE = 25.8, std.dev. = 3.3) and 4 patients with
cognitive impairment derived from stroke (mean age =
64.2 years, std. dev. = 9.8; mean number of school years =
15.2 years, std. dev. = 2.6; MMSE = 28.33, std. dev. = 1.7).

Patients were selected according to the severity of the im-
pairment. Exclusion criteria were:

• severely impaired mental status: according to neuropsy-
chological assessment;
• presence of severe difficulties in visual discrimination
skills and in language comprehension and presence of spa-

tial neglect;
• severely impaired motor function: according to physia-
trist assessment.

In particular, patients were excluded from the study who
had a severe cognitive impairment (MMSE < 19), a severe
motor impairment which did not allow subjects to perform
the procedure (scales employed were the Barthel index,
the Stroke scale and the NIHSS [National Institute of
Health Stroke Scale]), auditory language comprehension
difficulties (score at the Token Test < 26,5), object recog-
nition impairments (score at the Street Completion Test <
2,25), spatial hemi-inattention and neglect as assessed by
the Behavioural Inattention Test  (score < 129/146), ex-
cessive state and trait anxiety (score at the State and Trait
Anxiety Index > 40) and excessive depression state (score
at the Beck Depression Inventory > 16).

The control group consisted of 14 healthy subjects, eight
females and six males (mean age = 64.9 years, std. dev. =
9.1; mean number of school years = 12.3 years, std. dev.
4.03; MMSE = 28.41, std. dev.= 1.25), without motor and
cognitive impairments according with motor and cognitive
assessment. In particular, exclusion criteria were:

• cognitive deficit evaluated by MMSE (cut off: 24);
• motor impairment which does not allow subjects to per-
form the virtual  procedure;
• sensory deficits.

Every control subject obtained MMSE scores superior to
the cut off value (24), however, an initially recruited sub-
ject was then excluded due to his difficulties in using the
joy-pad that were not overcome during the training phase.

thE nEuroPsychological EValuation

A neuropsychological evaluation was conducted on pa-
tients previously selected according to the criteria de-
scribed in the paragraph above. The aim was to obtain an
accurate overview of patients’ cognitive functioning in
order to be compared with the performance on the exper-
imental test. 

The following neuropsychological tests were employed:–
Corsi’s memory span and supra-span, Digit span, Short Story
recall and word recall tests, for memory evaluation; the
Tower of London Test (ToL), the Frontal Assessment Battery
(FAB) and the Trial Making Test (form A and B), to assess
the executive functions and attention abilities and the phone-
mic and semantic fluencies for object denomination.

NeuroVR’s Assessment of Executive Function
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ProcEdurE

Participants were included in the study after the neuropsycho-
logical evaluation. After a training session, they were asked
to complete the Virtual Multiple Errands Test procedure.

Two sessions of about 90 minutes were scheduled for each
patient. During the first session they underwent the com-
plete neuropsychological assessment, while during the
second session, held the following day, the virtual reality
Multiple Errands Test procedure within the virtual super-
market was administered. 

A training period was first provided in a smaller version of
the virtual supermarket environment in order to familiarize
participants with both the navigation and shopping tasks. 

With the healthy adults population, the evaluation phase
was concluded in a single session of about 30 minutes and
consisted of the administration of the MMSE (as the cri-
terion for excluding non-eligible subjects), a training

phase in VR and the presentation of the virtual version of
the Multiple Errands Test.

The five patients suffering from Parkinson’s disease were
recruited from the Department of Neurosciences and Neu-
rorehabilitation of Istituto Auxologico Italiano (IRCCS,
Piancavallo-Verbania) while the four patients with cogni-
tive impairment derived from stroke were recruited from
the Stroke Unit of the San Luca Hospital (Istituto Auxo-
logico Italiano) and were accurately selected according to
the above-mentioned inclusion criteria (cf. Paragraph
4.2). This phase took about four months. The main fea-
tures of the patients suffering from Parkinson’s disease
and of the patients with cognitive impairment derived
from stroke are shown in Table 1.  

statistical analysis

Descriptive statistics were used to summarize the mean
values and standard deviations for the VMET outcomes
of patients suffering from Parkinson’s disease, patients

Raspelli et al. 
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with cognitive impairment derived from stroke and
healthy subjects. The Mann-Whitney Test was employed
to evaluate the VMET procedure with the two clinical
groups and the control group. We also analyzed the cor-
relations between neuropsychological tests and the vari-
ables of the virtual test in the two clinical groups. Finally,
we carried out analyses in order to compare the two dif-
ferent categories of clinical samples (descriptive statis-
tics and Mann-Whitney Test).

rEsults

rEsults from analysEs carriEd out on PatiEnts suf-

fEring from Parkinson’s disEasE and control suBJEcts

Results from the analyses carried out in order to study

planning difficulties in patients suffering from Parkinson’s
disease are the following:

The Mann-Whitney Test was employed to evaluate the
VMET procedure with the two groups of participants (pa-
tient vs. control).

The time of execution for the entire task was higher for
control subjects than for patients (Asym. Sig. = 0.12). This
could suggest that control subjects tend to engage in a
more extensive planning activity.

The mean rank for patients was significantly higher for
errors in executing the task than for control subjects

Table 2
Correlations between neuropsychological tests and the variables of the virtual test (patients suffering from

Parkinson’s disease)
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(Asym. Sig. = 0.005) and the same result was also found
for the partial errors of the seven tasks. 

Moreover, the mean rank for inefficiencies and rule breaks

was higher for control subjects than for patients while
strategies  were lower than patients (Asym. Sig. = 0.002):
this means, on the basis of the scoring key employed, that
control subjects make less inefficiencies and rule breaks
and use more strategies than patients.

A surprising result is that patients make less interpretation

failures than control subjects, even if not significantly
(Asym. Sig. = 0.38).

With regard to this clinical sample, correlations between
neuropsychological tests and the items of partial errors
(where the higher scores correspond to the higher errors) and
the other variables of the virtual test are shown in Table 2.

rEsults from analysEs carriEd out on PatiEnts With

cognitiVE imPairmEnt dEriVEd from strokE and con-

trol suBJEcts

Results from the analyses carried out in order to study plan-
ning difficulties in patients with cognitive impairment de-
rived from stroke are the following:

Mann-Whitney Test was employed to evaluate the VR-MET

procedure with the two groups of participants, both clinical
and control.

The time of execution for the entire task was higher for con-
trol subjects than for patients (Asym. Sig. = 0.34). This could
suggest that control subjects tend to engage in a more exten-
sive planning activity.

Besides, the mean rank for patients was significantly higher
for errors in executing the task than for control subjects
(Asym. Sig. = 0.42) and the same result was found also for
some of the partial errors of the seven tasks and in particular
for the item  “organized materials appropriately throughout
task” (Asym. Sig. = .094).

While the two groups do not differ with respect to inefficien-

cies and rule break, the mean rank for strategies was higher
for patients than control subjects (Asym. Sig. = 0.49), which,
on the basis of the scoring key employed, means that control
subjects use more strategies than patients.

Finally, control subjects make less interpretation failures
than patients even if not significantly (Asym. Sig. = 0.14).

With regard to this clinical sample, correlations between
neuropsychological tests and the variables of the virtual test
are shown in Table 3.

Table 3
Correlations between neuropsychological tests and the variables of the virtual test (patients with cognitive im-

pairment derived from stroke)

Raspelli et al. 
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Table 4
Descriptive statistics of patients suffering from Parkinson’s disease patients, with cognitive impairment derived

from stroke and healthy subjects

Descriptive statistics showing the mean values and stan-
dard deviations for the VMET outcomes of patients suf-
fering from Parkinson’s disease, patients with cognitive
impairment derived from stroke and healthy subjects are
shown in Table 4.

rEsults from thE analysEs carriEd out BEtWEEn

thE tWo diffErEnt clinical samPlEs

Descriptive statistics showing the means and standard de-
viations for the VMET outcomes and a neuropsychologi-
cal test of patients suffering from Parkinson’s disease and
patients with cognitive impairment derived from stroke
are shown in Table 5.

Results from the analyses carried out in order to compare
the two different categories of clinical samples are the fol-
lowing:

Mann-Whitney Test was employed to evaluate the VMET
procedure between the two clinical groups.

Results show that patients suffering from Parkinson’s dis-
ease have a higher mean of different partial errors than
the other clinical group and in particular of “maintained
task objective to completion” (Asym. Sig. = 0.10), “main-

tained sequence of the task” (Asym. Sig. = 0.30), “divided
attention between components of task and components of
other MET tasks” (Asym. Sig. =0.59), “no evidence of
perseveration” (Asym. Sig. = 0.01) and “sustained atten-
tion throughout the sequence of the task (not distracted by
stimuli)”(Asym. Sig. =  0.01).

An interesting result is that this difference between the
groups is significant with respect to some of the partial er-
rors but not with total errors which could indicate their
higher selectivity.

Moreover, patients suffering from Parkinson’s disease
have a significantly higher mean of partial errors of spe-

cific tasks than the other clinical group and in particular
of the task of going to the beverage aisle and asking about
what to buy (Asym. Sig. = .01) and of the tasks of buying
toilet-paper (Asym. Sig. = .04), a sponge (Asym. Sig. =
.04) and a product that is on sale (Asym. Sig. = .02) .

Patients suffering from Parkinson’s disease also have a
significantly higher mean of strategies than the other
group, which, on the basis of the scoring key employed,
means that they use less strategies than the other group
(Asym. Sig. = 0.02).

NeuroVR’s Assessment of Executive Function
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Table 5
Descriptive statistics of patients suffering from Parkinson’s disease and with cognitive impairment derived from stroke

As for neuropsychological tests, an interesting result
shows that patients with cognitive impairment derived
from stroke have a quite significantly higher mean score
in the Tower of London Test than Parkinson’s disease pa-
tients (Asym. Sig. = 0.05).

discussion

Altogether, the results of the analyses carried out within
the present study provide initial support for the feasibility
of using the VMET as an assessment tool of executive
functions. In particular, the procedure was able to detect
the cognitive difficulties that are typical of Parkinson’s
disease and specifically the deficits in planning, which is
the strategy that allows the correct execution of the task,
in problem solving and in set-shifting (McNamara et al.,
2003). Planning deficits have been found in the early
stages of PD, and probably reflect the fronto-striatal circuit
degeneration (Monchi et al., 2004). These difficulties have
been more evident in Parkinson disease patients than in
the other stroke clinical group. Indeed our patients suffer-
ing from PD used fewer strategies, showed more perse-
veration and had more difficulties in set shifting and in
sustained attention. 

Dimitrov, Grafman et al. (2009) compared PD and focal
frontal lesion patients on a task assessing concept forma-
tion and shifting (California Card Sorting test, CCST).
Frontal lobe patients' CCST performances were signifi-
cantly worse than those of their matched controls on more
CCST components than the PD patients' CCST perform-
ances in comparison with those of their matched controls.
Variations in individual disease histories, progression
rates, and symptoms, typical for PD, were found to influ-
ence PD patient performances.

Otherwise, our study showed a more consistent impaired
performance at the VMET test in PD patients, with respect
to stroke patients. This can be partly explained by our
stroke patients’ characteristics. In fact, lesion site was not
a relevant criterion for the inclusion in this clinical sample,
since patients with non-frontal stroke localizations were
also recruited. For these reasons, comparison results re-
flected the planning and set shifting deficits typically as-
sociated with PD.

On the other hand, it is well known that stroke affects sev-
eral cognitive aspects of human functioning. In spite of
this evidence, very little attention has been paid to research
about cognitive sequelae of stroke and cognitive determi-
nants of short-term and long-term functional outcome. 

Even if executive functions are traditionally associated
with frontal lobe damage, they are present in most stroke
patients, also those showing lesions in wider and different
cerebral regions. This can be explained by the distributed
basis of these abilities, based on networked cortical areas,
involving both cortical (parietal, cingulate, premotor, oc-
cipital and temporal areas) and subcortical regions (mainly
thalamus and basal ganglia) (Barker Collo & Felgin,
2006).

The involvement of executive functions in stroke patient
outcome is supported by several studies, showing deficits
in information processing speed, abstraction and mental
flexibility in patients diagnosed with vascular cognitive
impairment (Nys et al., 2007; Mc. Dowd et al., 2003). Our
study proved the presence of impaired strategic behavior
and set shifting abilities in these types of patients, when
compared with matched healthy subjects.
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Until now, these deficits have been demonstrated using a
wide variety of tasks, a common one being the Tower of
London along with various adaptations and expansions
which included novel conditions (McKinlay et al., 2008).
However, studies typically report performance on a single
task or batteries of individual tasks, each of which is de-
signed to isolate only one of these components. The con-
sequence is that there is little data indicating how PD
patients perform in more integrated situations, which com-
bine these component processes in a more ecologically
valid context.

In our study, Tower of London was employed, obtaining
different performances in the two clinical groups, since
patients suffering from PD obtained a lower score, differ-
ing from the performances in the other neuropsychological
tests.  This seems to demonstrate the validity of the pro-
cedure in showing the differences between the two groups
and thereby showing that it is more complete than the gen-
erally employed neuropsychological tests. The trial was
made up of different subtasks, aimed at assessing specific
components of the ability to plan and execute a complex
task in an ecological context.

Among these aspects, only a few were insufficient in both
the clinical groups and this could be due to the high selec-
tivity in detecting patients’ specific deficits. Therefore, this
procedure provides more information than the Tower of
London Test and the other traditional neuropsychological
tests in a reduced time and in an ecological context. 

Considering the correlations analyzed within the present
study, it’s possible to say that they support the content va-
lidity of the adopted procedure as the performances were
correlated to the traditional tests aimed at assessing mem-
ory, divided attention and executive functions. These re-
sults were obtained both for Parkinson’s and for stroke
patients, therefore supporting the validity of the virtual
version of the Multiple Errands Test, developed as an as-

sessment tool of executive functions in patients with dif-
ferent etiologies.

conclusions

As a whole, these results provide support for the feasibility
of using the Virtual Multiple Errands Test (VMET) as an
assessment tool of executive functions in patients with
Parkinson’s disease, dementia and cognitive impairment
acquired after stroke.  These results suggest that the per-
formances detected with regard to times and accuracy of
executions are valid criteria in order to highlight the dif-
ferent cognitive capabilities of examined subjects. More-
over, the complexity of the collected data allowed us to
distinguish subjects’ performances, not only with regard
to the number of errors and times of execution, but also
with regard to the number of inefficiencies, rule breaks,
adopted strategies and interpretation failures.

However, due to the small sample size, these results
should be considered preliminary. Further research using
the VMET with larger groups and in additional popula-
tions is recommended. In fact, employing larger groups of
both healthy adults and patients will provide additional
support for the use of the Virtual Multiple Errands Test in
assessment and rehabilitation intervention.
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BiofEEdBack, Virtual rEality and moBilE

PhonEs in thE trEatmEnt of gEnEralizEd

anxiEty disordEr (gad): a PhasE-2 

controllEd clinical trial

Federica Pallavicini1,2, Davide Algeri1, Claudia Repetto1,3, Alessandra Gorini1,4 and Giuseppe Riva1,3

Generalized Anxiety Disorder (GAD) is a psychiatric disease characterized by long-lasting anxiety that
is not focused on a specific object or situation. Within the treatment of GAD, physical (relaxation and
controlled breathing), behavioral (visualization and controlled exposure) and cognitive control strategies
(challenging negative thoughts) represent a key part of the treatment, even if they difficult to learn. To
overcome this limitation, the EU-funded INTREPID research project (IST-2002-507464) proposes im-
provement of exiting treatment for GAD through the use of a biofeedback-enhanced virtual reality (VR)
system, used both for relaxation and controlled exposure. Furthermore, this experience is strengthened
by the use of a mobile phone that allows patients to perform the virtual experience even in an outpatient
setting. This approach was tested in a Phase II randomized controlled trial (NCT00602212), including
three groups of four patients each, resulting in a total of 12 patients. The first group consisted of the
VR and Mobile group (VRMB) including biofeedback, the second of the VR and Mobile group (VRM)
without biofeedback, and the third the waiting list (WL) group. 

This study provides initial evidence for better efficacy of treatment for the VRMB group. Subjects be-
longing to this group reported a higher decrease in some of the anxiety psychometric questionnaires
after the treatment than both VRM and WL groups, even if the VRM group, too, reported some signif-
icant improvements at the end of therapy. Moreover, qualitative reports concerning outpatient use of
mobile phones suggests that it can solve a classical problem of VR therapies–the impossibility of using
a VR system in the real life context of the patient.

Keywords: Generalized Anxiety Disorder (GAD), Virtual Reality (VR), 
Biofeedback, Relaxation, Portable Devices

introduction

Generalized anxiety disorder (GAD) is a common anxiety
disorder that typically has an early age of onset, a chronic
course and a high degree of comorbidity with other anxi-
ety and mood disorders (Kessler et al., 1994). According
to the DSM-IV-TR (APA, 2000) the essential feature of

GAD is at least six months of "excessive anxiety and
worry" about a variety of events and situations. Anxiety
and worry are often accompanied by additional symptoms
like restlessness, being easily fatigued, difficulty concen-
trating, irritability, muscle tension and disturbed sleep. 
The lifetime prevalence of GAD in the general population
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is 4-7% (Allgulander et al., 2003), while among individ-
uals seeing their physicians for psychological problems,
25% of them have a diagnosis of pure GAD. Indeed, in
primary care facilities, GAD is the most frequent anxiety
disorder and the second most frequent of all mental disor-
ders (Wittchen, 2002; Barret et al., 1998). The high preva-
lence of GAD in the general population and the severe
limitations it causes point out the necessity to find new
strategies to treat it in a more efficient way.

GAD is usually treated with medications and/or psy-
chotherapy. In particular, the two most promising treat-
ments seem to be cognitive therapy and applied relaxation.
As shown by numerous studies, both of these treatments
are equally effective, (Siev & Chambless, 2007; Wittchen,
2002) immediately and over long-term periods. Cognitive
treatment helps patients recognize and alter patterns of dis-
torted thinking and dysfunctional behavior, while relax-
ation serves to reduce the increased physical arousal often
strictly associated with this disorder. In fact, physical
arousal can be voluntarily altered with training in relax-
ation skills that enables patients to shift physical functions
voluntarily toward those that naturally occur in a relaxed
state (Barlow et al., 1992). Progressive muscle relaxation
and general imagery techniques can be used as therapy
progresses since the ability to relax, in any place or situa-
tion, is vital to reduce anxiety levels.

Even if relaxation represents a useful approach for the
treatment of GAD, it presents an important limitation–it
is difficult to learn. Traditionally, relaxation techniques are
verbally taught by a therapist or recorded on an audiotape.
Recently, a series of CDs playing calming music have
been used to help individuals relax, showing positive ef-
fects on anxiety reduction by achieving psychological ben-
efits including distraction and sense of control over
symptoms. Music interventions also have reported good
results to reduce state and trait anxiety, to ease stress, and
to increase relaxation (Guzzetta, 1989; Zimmerman et al.,
1989). These CDs strengthened the positive effect of calm
and sedative music with relaxation techniques to achieve
enhanced effects. To increase effectiveness, commercial
relaxation DVDs have also integrated visual stimuli. In
such a delivery, the visual representation of the scenario
supports the process of relaxation creating an isolated con-
text in which the subject can feel comfortable.

Virtual reality (VR) can also be used to facilitate relaxation
processes in stressed or anxious subjects (Manzoni et al.,
2009; Ferrer-García et al., 2009; Manzoni et al., 2008;

Gorini & Riva, 2008; Villani et al., 2007) by visually pre-
senting key relaxing images (Freeman et al., 2004). The
advantage of VR compared to CDs or DVDs is its ability
to induce a sense of presence in the users, that can be de-
fined as the "feeling of being in a world that exists outside
of the self " (Riva et al., 2004; Riva, 2009). 

The visual presentation of a virtual calm scenario can fa-
cilitate patients' practice and mastery of relaxation, making
the experience more vivid and real than the one that most
subjects can create using their own imagination and mem-
ory. This has the ability to trigger a broad empowerment
process within the experience induced by a high sense of
presence (Riva & Gaggioli, 2009; Villani & Riva, 2008;
Villani et al., 2009). VR can be provided using desktops
or laptops connected to a variety of peripheral devices,
such as head-mounted displays and joysticks and even
through different kinds of mobile devices, such as the new
generation of portable audio-visual devices, cellular
phones and hand-held personal digital assistants (PDA)
equipped with enough raw horse power to deliver a be-
lievable 3D experience. Another area of continuing re-
search interest has been the use of various biofeedback
techniques for the treatment of anxiety disorders (Reiner,
2008; Rice et al., 1993; Rice et al., 1982). Biofeedback
therapies use scientific instruments to measure, amplify
and feedback physiological information to the patient
being monitored. The information assists the patient in
gaining self-regulation of the physiological process being
monitored.

Biofeedback consists of the use of biosensors and elec-
tronic devices for monitoring human physiological reac-
tions so that individuals can see their body functions and
how they react to different anxious or stressful stimuli.
The idea is that understanding these habitual patterns will
allow the person to take steps to change them in order to
reduce symptoms associated with different diseases and
disorders. Biofeedback-based treatments show the patients
their abnormal physiological response levels helping them
to recognize when they are becoming abnormally anxious
and, in turn, to help control their anxiety. Biofeedback has
demonstrated value for hyperarousal reduction training in
GAD (Walley et al., 1994), and represents an effective al-
ternative to medications, particularly for patients who do
not respond well, who have a potential for dependency, or
who refuse  to take, prescription drugs.

Unfortunately, one of the main limitations of traditional
biofeedback is that subjects receive very simple audio and
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video feedback information from a computer that processes
their physiological data, such as blood pressure, heart rate,
skin temperature, sweat gland activity, and muscle tension,
in real time. This method is anti-intuitive for many patients,
for two main reasons. First, the graphic display of physiolog-
ical functions often is of little interest for the patient, who is
concerned primarily with symptom relief, not physiology.
Second, the interaction of the patient with the feedback envi-
ronment primarily involves verbal communication with the
therapist, who advises the patient on the relaxation tech-
niques. This interaction is important from an educational per-
spective, but reduces the level of the patient’s active and
intuitive participation.

To overcome this limitation, the EU-funded INTREPID re-
search project (IST-2002-507464) tried to improve the treat-
ment of GAD through the use of a biofeedback enhanced VR
system used both for relaxation and controlled exposure. One
of the main advantages of VR in association with biofeedback
is the possibility to create complex and fully controlled envi-
ronments with specific features that can be adapted to the
needs of any single subject (Riva, 2007; Freeman et al.,
2004). 

However, a critical issue related to the use of virtual exposure
in the treatment of GAD is the lack of availability of a VR
system in the real life context of the patient. Both the cost and
the setting of the system limit its use to the health care center,
hospital or therapist’s office. To solve this issue, we included
in the protocol the use of a mobile phone, enabling the patient
to visualize a guided experiences in an outpatient setting. 

instrumEnts and mEthods

goals

The main aim of the study was to test the approach proposed
by the INTREPID project in a Phase II randomized controlled
trial (NCT00602212) with GAD patients.

suBJEcts

One hundred and five consecutive patients seeking treatment
in a public health-care institute in Italy were seen for
screening interviews for admission to the study. Criteria
for participation in the study included diagnosis of GAD
following DSM-IV-TR criteria, age between 18 and 50
years, no psychotherapy treatment received for their GA,
in case of taking pharmacotherapy, the type and amount
of medication had to remain consistent during the exper-
imental period, no history of neurological diseases, mental
retardation, psychosis, alcohol or drug dependence, and
no migraine, headache, or vestibular abnormalities.

Women who were pregnant or breastfeeding were also ex-
cluded.

Of these, 91 either did not fulfil the inclusion criteria or
were excluded for other reasons such as time constraints
or involvement in other treatments. All patients meeting
the inclusion criteria were then randomly assigned to the
waiting-list group and to one of the two possible treatment
conditions described below.

Thirteen patients were randomly assigned to one of the
following groups (see Figure 1–Consort Flow Chart–for
details)–the VR and Mobile group (VRMB) including
biofeedback;, the VR and Mobile group (VRM) without
biofeedback, or the waiting list (WL) group. The random-
ization scheme was generated using the Web site
www.randomization.com. After randomization, a patient
in the VRM group refused to participate in the study aban-
doning the trial for family and work reasons. 
Finally, 12 patients, nine females and three males, (see Ta-
bles 2-3 for details about epidemiological and clinical vari-
ables of the sample) entered the treatment phase. The
majority of them (70%) had graduated from upper sec-
ondary school, were employed at the time of the study and
were married.

The study received ethical approval by the Ethical Com-
mittee of the Istituto Auxologico Italiano and was recorded
in the Clinicaltrials.gov database with the official trial
number  “NCT00602212”.

clinical assEssmEnt

A semi-structured interview was used in order to identify
relevant DSM-IV-TR diagnostic criteria for GAD in the
sample. The following psychometric questionnaires were
also administered to each patient at pre-treatment and
upon completion of the clinical trial:
• Generalized Anxiety Disorder -7 questions (GAD-7,
Spitzer et al., 2006), a seven-item valid and efficient tool
for screening for GAD and assessing its severity in clinical
practice and research.
• Penn State Worry Questionnaire (PSWQ; Meyer at al.,
1990), a 16-item self-report inventory designed to assess
trait worry and to capture the generality, excessiveness,
and uncontrollability characteristics of pathological worry. 
• Beck Anxiety Inventory (BAI; Beck et al., 1993), a 21-
item scale which covers cognitive, behavioral and physi-
ological symptoms of anxiety. The BAI is a standardized
and well-used assessment measure with good psychome-
tric properties used to assess anxiety.

Pallavicini et al. 
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• State-Trait Anxiety Inventory Form Y-2 (STAI-Y, Spiel-
berger et al., 1970), a two-scale questionnaire containing
20 items each that measure anxiety in adults. The STAI
clearly differentiates between the temporary condition of
"state anxiety" (STAY-Y1) and the more general and long-
standing quality of "trait anxiety" (STAY-Y2). 
• Hamilton Anxiety Rating Scale (HAM-A; Hamilton,
1959) was one of the first rating scales developed to meas-
ure the severity of anxiety symptoms and is still widely
used today in both clinical and research settings. The scale
consists of 14 items, each defined by a series of symptoms,
and measures both psychic anxiety (mental agitation and
psychological distress) and somatic anxiety (physical
complaints related to anxiety). 

The two experimental conditions that received treatment
(VRM and VRMB) were also assessed at the beginning
and at the end of each of the eight protocol sessions using
the following questionnaires:
• State-Trait Anxiety Inventory Form Y-1 (STAI Y-1,
Spielberger et al.,1970). The STAY Y-1 addresses state

anxiety, which could be defined as a temporary emotional
condition characterized by apprehension, tension, and fear
about a particular situation or activity.
• Visual Analogue Scale for Anxiety (VAS-A) measures
anxiety across a continuum. It is a horizontal line, 100 mm
in length, anchored by word descriptors at each end (No
anxiety; Very severe anxiety). The patient marks on the
line the point that they feel represents their perception of
their current state. 

At the beginning and end of each training session (baseline
and post treatment measures consisting in three minutes
of rest condition with eyes opened) the Galvanic Skin Re-
sponse (GSR) and the Heart Rate (HR) were also
recorded. Psychophysiological data was obtained using
the GSR/HR Sensor Module, developed by Aurelia Mi-
croelettronica Multisensor System during the INTREPID
project. The module is a part of the Multisensor System,
whose purpose is to obtain analog data from different
physiological sensors and, after conditioning and digital-
izing, send the data to a host PC using a wireless connec-

Biofeedback, VR and Mobile Phones to Treat GAD

Figure 1. Consort Flowchart for Randomized Trial.
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tion. The GSR/HR sensor module is composed of a GSR
block that acquires and digitalizes raw analog skin con-
ductance data, and of a HR block recording heart rate dig-
ital samples from a commercial NONIN iPOD Integrated
Pulse Oximeter.

Finally, heart rate of the patients included in the VRMB
group was also assessed during the treatment sessions, in
order to obtain and monitor in vivo measures of their emo-
tional state (biofeedback condition–see below for further
details). 

ExPErimEntal Protocol

To study the efficacy of the different protocols, a between
subjects design was used with three experimental condi-
tions and repeated measurements (pre and post-treatment).
Specifically, the study compared the following conditions:

1. Virtual Reality + Mobile Phone without Biofeedback
Condition (VRM). In this experimental condition pa-
tients received an eight-session VR-based treatment (see
Table 1) including both relaxation and exposure and
techniques supported by HR biofeedback. In sessions
one through six, the patient explored a beautiful tropical
island (experienced with a head-mounted display and
head-tracking) following a predefined path leading to

different relaxing areas–Campfire, Beach and Waterfall.
In these areas the patients started to relax by observing
the flickering campfire, watching waves lapping gently
on a shore, or looking at the waterfall and fish pond.
Each experience was supported by an audio narrative
based on progressive muscle relaxation and/or autogenic
techniques. To improve the efficacy of the training and
to increase the effects of relaxation, patients experienced
at home, using a mobile phone, a non-navigable version
of the same virtual reality environment experienced dur-
ing the therapy. The patient was asked to train relaxation
abilities at least once a day for the entire duration of the
treatment following the treatment plan provided by the
therapist. In sessions seven and eight the patients ex-
plored the island again, this time reaching a Gazebo in
which they were exposed to pre-selected words or im-
ages related to their personal stressful events. The pa-
tients were then asked to use the learned relaxation
techniques to cope with them. 

2. Virtual Reality + Mobile Phone with Biofeedback Con-
dition (VRMB). The patients experienced the same pro-
tocol described above, but with the biofeedback support.
Specifically, in the sessions with the therapist, HR varia-
tions were used to modify specific features of the virtual
environment:

1. Initial clinical evaluation of the patient's state;
2. The patient is connected with biosensors that record his/her physiological parameters (skin conduc-
tance, heart rates, respiration). A baseline measure of these parameters is registered for 3 minutes in rest
condition;
3. The patient wears a head-mounted display connected with a pc and handles a joystick;
4. The patient starts exploring the virtual environment: a beautiful tropical island facing on the ocean.
The patient, following the narrative recorded by the therapist, reaches the island by boat and explore it.
Following a footpath that guides him/her through the island, the patient arrives to the starting point,
where different panels indicate the directions to the different target areas. In each of these areas a relax-
ing exercise is provided; during this training, following the indications given by the voice-guide, the pa-
tient tries to relax him/herself. In the VRMB group only, some elements of the virtual environment are
directly modified by the patient’s heart rate variation recorded in real time. Thus, the patient receives an
immediate feedback of his/her level of activation (as in the traditional biofeedback techniques), but with
the extra value given by the “presence” experienced in the virtual environment. 
5. Once completed the virtual reality session, physiological parameters are recorded again for 3 minutes
in rest condition;
6. Final clinical evaluation of the patient's state.
7. Daily relaxation homework using the mobile phone.

Table 1
Clinical Protocol
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a. Campfire (sessions 1-2). The physiological parameter
controls the fire intensity–a reduction in the patient's
physiological activation reduces fire intensity until it
disappears;
b. Beach (sessions 3-4). The physiological parameter
controls the movement of the waves: a reduction in
the patient's physiological activation reduces the
movement of the waves until the ocean becomes com-
pletely calm;
c. Waterfall (sessions 5-6): The physiological param-
eter controls the movement of the water: a reduction
in the patient's physiological activation reduces the
movement of the water until the water flow becomes
completely still;
d. Gazebo (sessions 7-8): The physiological parameter
controls the size of a stressful image or video: a reduc-
tion in the patient's physiological activation reduces the
size of the stimulus until it disappears;
3. Waiting List Condition (WL). This was a control con-
dition, in which patients were included in a waiting list
and did not receive any kind of relaxation training. 
hardWarE (see Figure 2-4):
The hardware elements of the INTREPID system include 
• A wireless (Bluetooth) multi-sensor module: GSR/HR
Sensor Module including finger sensors that simultane-
ously measure heart rate and electrodermal activity
(GSR). 
• The Virtual Reality control unit: Asus G2S portable
computer with Intel® Core™2 Extreme Processor
X7800, Nvidia GeForce 8600 GT 256 MB DDR3
graphic card, Bluetooth support.
• A head-mounted display: Vuzix iWear VR920 with twin
high-resolution 640x480 (920,000 pixels) LCD displays,
iWear® 3D compliant.
• The therapist’s netbook: (EEPC 100H - BK039X) used
to control in real time the features of the virtual environ-
ment and to assess physiological parameters.
• A joystick (Xbox Controller)
• A crosscable between the portable computer and the
therapist’s netbook.
• A smartphone (HTC Touch Pro T7272) for relaxation
homework.

Biofeedback, VR and Mobile Phones to Treat GAD

Figure 2. (above) GSR/HR Sensore Module:a) the con-
trol box; b) the Skin Conductance Response sensors; c)
the Blood Volume Pulse sensor.

Figure 3. (above, right) The control unit: a)a personal
computer (Asus G2S; Intel® Core™2 Extreme Proces-
sor X7800); b)a crosscable; c)a therapist’s laptop
(EEPC 100H - BK039X);  d)A joypad (Xbox Con-
troller); e)a head-mounted display (Vuzix iWear
VR920).

Figure 4. (right) The smartphone given to the patients,
in which they can experience a Homecare Scenario,
achieved by presenting the same virtual environment
of the therapist’s office training session.
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Virtual EnVironmEnt softWarE

The virtual environment developed by Virtools (see Figure 5 and 6).

rEsults

Descriptive methods were used to demonstrate the con-
sistency of the three groups, describing participants’ char-
acteristics. Analyses of variance were used to evaluate the
baseline characteristics of the three groups involved in the
study, and the overall significance of improvement across
outcome measures. For each patient, change in psycho-
metric and physiological measures were calculated and
analysed using Wilcoxon Signed Ranks Test for matched
groups for both intervention and control groups. The mag-
nitude of change was estimated and the 95% confidence
intervals given.

In order to obtain qualitative data about the usefulness of
the portable device (PDA) subjective reports of partici-
pants at the experimental groups were used.

EPidEmiological and clinical VariaBlEs

Table 1 summarizes epidemiological data and clinical
characteristics of the three groups of subjects. Non-para-
metric tests indicated that there were no significant differ-
ences in age and years of education of the subjects (Table
2). Similarly, no significant differences were found in their
clinical characteristics (PSWQ, BAI, HAM-A, STAI-Y2
and GAD-7) (Table 3).

Figure 5. A screenshot from INTREPID in the VRM
Group. The figure illustrates a campfire, one of the re-
laxing environments shown to the patients during the
treatment.

Figure 6. A screenshot from INTREPID in the VRMB
Group. During  the relaxation exercise a bar in the
right of the environment, connected with the patient’s
physiological parameter their emotional state.

group

Variables mean (sd)

VrmB Vrm Wl f p

age
41.25

(13.24)
48.5

(12.662)
51.25

(9.845) .746 .502

years of 

Education

14.25
(2.5)

11.75
(4.787)

10.25
(3.594) 1.164 .355

Table 2
Demographic details by study group
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Variables mean (sd)

VrmB Vrm Wl f p

Table 3
Pre-Treatment and post-Treatment Scores on Psychometric questionnaires of Anxiety for All Groups. As it is possi-

ble to see in this table there aren’t significant differences in pre-treatment scores on psychometric questionnaires

of Anxiety in All Groups
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PsychomEtric VariaBlEs

Non-parametric analyses were conducted in order to an-
alyze the treatment effects for pre versus post-treatment
on the psychometric variables within the three groups.
Results show a significant decrease in the BAI scores
(Z=-1.826; p<.05), GAD-7 (Z= -1.826; p<.05) and STAI-
Y2 (Z=-1.826; p<.05) in the VRMB group, a significant
decrease in the PSWQ scores (Z=-1.826; p<.05) in the
VRM group, and a significant decrease in the GAD-7
scores (Z=-1.841; p<.05) in the WL group (Table 4). Non-

parametric K-Independent Tests were used to analyze dif-
ferences between the subjects in the pre and post-treat-
ment anxiety questionnaires. No significant differences
were found for p<.05 (BAI: Chi-Square=1.385, p=.548;
GAD-7: Chi-Square=4.720, p=.083; HAM-A: Chi-
Square=2.192, p=.358; PSWQ: Chi-Square=.299,
p=.868; STAI-Y2: Chi-Square=4.606, p=.093), but some
differences emerged with p<.1 for GAD-7 (Chi-
Square=4.720, p=.083) and STAI-Y2 (Chi-Square=4.606,
p=.093).

PsWQ Pre 41.25 (13.24) 48.5 (12.662) 51.25 (9.845) 1.332 .311

Post 48.5 (12.396) 47.25 (8.732) 50 (5.292)

Bai Pre 28.5 (14.059) 26.75 (20.37) 27.50 (13.204) .012 .988

Post 15.50 (11.733) 18.25 (10.813) 17.75 (6.946)

ham-a Pre 25.00 (8.679) 19.50 (3.697) 25.00 (7.439) .838 .464

Post 15.00 (4.802) 18.75 (9.743) 16.25 (6.702)

stai-y2 Pre 53.25 (2.630) 50.75 (4.573) 58.50 (9.434) .471 .639

Post 48.50 (12.396) 46.25 (9.912) 58.00 (5.831)

gad7 Pre 16.00 (8.367) 10.25 (5.560) 14.25(4.573) .856 .457

Post 6.50 (4.509) 8.25 (3.948) 8.75 (6.185)

Biofeedback, VR and Mobile Phones to Treat GAD
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PsychomEtric VariaBlEs, Physiological rEsPonsEs

and suBJEctiVE rEPorts in VrmB and Vrm grouPs

The GSR, the HR, as well as the STAI-Y1 and the VAS-
A were recorded at the beginning and at the end of each

training session in the VRMB and in the VRM groups.
Regarding the physiological responses, we observed that
the mean of the differences of HR and GSR before and
after each session tended to be higher in the VRMB group

Variables

stai pre-stai post 

z

p

PsWQ pre-PsWQ post

z

p

ham pre-ham post

z

p

gad7 pre-gad7 post

z

p

Bai pre-Bai post

z

p

VrmB Vrm Bf

-1.826 -1.473 .000

.05 .11 .54

-1.461 -1.826 -1.604

.12 .05 .11

-1.604 -.365 -1.461

.05 .42 .11

-1.826 -.921 -1.841

.05 .23 .05

-1.826 -1.461 -1.604

.05 .13 .11

group

Table 4
Non-parametric 2-Dependent Samples Test in Anxiety Questionnaires pre and post treatment for all groups
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than in the VRM group (Table 5). Nevertheless, the dif-
ference between the two experimental groups was not sta-
tistically significant. Regarding the psychometric
variables, we observed that the mean of the differences of

STAI-Y1 and VAS-A before and after each session tended
to be higher in the VRMB group than in the VRM group
(Table 6). Again, the difference between the two experi-
mental groups was not statistically significant.

At the end of the treatment a questionnaire about the use-
fulness of the PDA was given to all subjects included in
the two experimental groups. Ninety-one precent of par-
ticipants were very satisfied with the PDA, 6% were neu-
tral about it, and 3% were completely unsatisfied.
Participants who thought that the PDA was useful said that
by using it they could consolidate the training received at
the therapist’s office, and also that they used it when they
were very anxious at home to try to reduce anxiety. On the
contrary, the reason for dissatisfaction was explained as
the difficulty in using it or in the lack of immersion pro-
vided by the PDA compared with the VR environment.  

discussion

Research over the past three decades has shown that the
use of virtual reality (VR) was quite effective in treating
several psychological problems, especially anxiety disor-
ders. As stated before, VR has been traditionally used to
deliver graded exposure, as an adjunct to cognitive-behav-

ioral therapy to treat pathologies such as phobias, post-
traumatic stress disorder, and other disorders related to
anxious stimuli management. In this study, we used VR
in the treatment of GAD, an anxiety disorder characterized
by excessive anxiety and worry about a variety of events
and situations. Specifically, we tested the following hy-
potheses:

- The possible use of VR and mobile phones in the treat-
ment of GAD. We used a specific virtual environment–a
tropical island–both for controlled exposure and relaxation
within an eight-session bi-weekly protocol. Moreover, this
experience was strengthened by the introduction of a mo-
bile phone used to visualize guided experiences, similar
to the one experienced in VR, in an outpatient setting.

- The possibility of improving this protocol by adding
biofeedback to it. Biofeedback therapies use scientific in-
struments to measure, amplify and feedback physiological

Table 5
Mean of  HR differences between Pre and Post all sessions training

Table 6
Mean of STAI-Y1 and VAS-A differences between Pre and Post all sessions training

mean of hr differences Pre-Post 

all sessions training

group mean standard deviation

VrmB 4,67 3,327

Vrm 2,83 1,169

group mean standard deviation

VrmB 6,7917 2,71761

Vr 5,2083 3,26886

mean of stai-y1 differences 

Pre-Post all sessions training

mean of Vas-a differences 

Pre-Post all sessions training
VrmB 7,7083 4,28782

Vr 6,4583 3,82563

Biofeedback, VR and Mobile Phones to Treat GAD
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information to the patient being monitored. In the present
study, the physiological data was used to modify specific
features of the virtual environment in real time. For ex-
ample, the physiological data controlled the movement of
the waves: a reduction of the patient's physiological acti-
vation reduced the movement of the waves until the ocean
becomes completely calm.

The study offered three interesting results. On one side, it
confirmed the possibility of using VR in the treatment of
GAD. Both experimental groups improved their clinical
outcome after the end of the treatment. On the other side,
it supports the clinical use of a mobile phone to re-expe-
rience and anchor the contents of the VR sessions at home.
When interviewed about the usefulness of the PDA, the
majority of patients (91%) answered that they were very
satisfied with it because it helped them to consolidate the
relaxation training in the absence of the therapist. More-
over, the portable device represents a useful instrument
that can be used every time the patient needs it, not only
at home, but also in every real-life situation in which
he/she needs help to become relaxed, solving the problem
of the lack of availability of a VR system in the real life
context of the patient.

Finally, the study provided initial evidence of the added
value offered by the use of biofeedback. Only in the
VRMB group did we find a significant reduction in the
GAD symptoms (GAD-7) and in the anxiety scores
(STAI) from the beginning to the end of the treatment. Re-
garding the patients’ physiological responses, we found a
tendency indicating a decrease in HR and GSR between

the pre and post-session measurements in the VRMB
group, higher than in the VRM. 

Even if characterized by some limitations (limited number
of subjects, caution in generalizing the results, etc.) a
Phase II controlled trial is necessary to understand if a new
treatment can helps patients. Our results demonstrate that
biofeedback used in combination with VR increases its ef-
fect helping patients to better control their physiological
parameters and to gauge their success in a more efficient
way. 

In conclusion, this study represents the first experimental
evidence that firstly, VR can also be used in the treatment
of GAD, secondly, in a VR treatment, patients can take
advantage of a mobile device that delivers guided experi-
ences similar to those experienced in VR in an outpatient
setting and lastly, the effectiveness of an immersive virtual
relaxing environment that helps patients master the com-
plex training of relaxation can be reinforced by using
physiological data to modify specific features of the virtual
environment in real time. 

Since Phase II of the study has provided promising results,
Phase III will be performed in order to consolidate and
generalize this initial data.  
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rEliaBility and Validity of thE 

nintEndo® Wii fit™

Laura Z. Gras1, Audrey D. Hummer1 and Elizabeth R. Hine1

The Nintendo® Wii™ is gaining popularity with clinicians to use with their patients to simulate real
world games and sports. Patients enjoy the interaction with the game while the therapist’s focus is on
improving the patient’s function. The Wii Fit™  is being promoted to improve balance. The program be-
gins with assessment tools to give the user an idea of how well they are balancing. This study investigated
the reliability and concurrent validity of the Nintendo® Wii Fit™  compared to a known standard in
measuring balance, the NeuroCom EquiTest®.  The results of this study found that the Wii Fit™ is not
reliable or valid in balance assessment as compared to the EquiTest®.

Keywords: Wii, EquiTest, Balance Testing, Center of Gravity, and Left-Right Symmetry

introduction

A holistic approach to therapeutic intervention for a pa-
tient of any age should incorporate balance. This focus is
integral in treatment, either to address fall risk in an older
adult or to analyze the success of a training program in a
young adult. A broad topic, balance has been difficult to
measure and document effectively in the past, either to
demonstrate improvement with therapy or to provide a
means to precisely identify the source of impairment
(Dickin & Clark, 2007). However, with current technol-
ogy, analysis of balance has been quantified with the use
of computerized dynamic posturography, an electronic
system that employs a force plate equipped with sensors
to detect abnormal postural sway during testing (Balance
Disorders, n.d.). 

Recently, with the development of virtual reality gaming
systems, an interactive, three-dimensional experience to
train and challenge a patient became available (Holden
& Todorov, 2002). Particularly, the use of the Nintendo®
Wii™ gaming system is becoming more popular and
widespread in therapy for varying populations. There is
a multitude of practical advantages associated with its
use, including increased patient safety, decreased amount
of time, space, and amount of equipment necessary, in-
creased cost efficiency, and quantified results that allow
ease of documentation (Bekter, Desai, Nett, Kapadia &

Szturm, 2007). In addition, patient experience in rehabil-
itation programs is improved. Two recent studies reported
subjective results from participants that motivation and
desire to complete therapy was increased when using the
virtual gaming system (Deutsch, Borbely, Filler, Huhn &
Guarrera-Bowlby, 2008; Bekter et al., 2007). It is a legit-
imate supplement to rehabilitation programs because it
encourages patients to actively participate in simulated
real-life games (Bekter et al., 2007). The activities tend
to be more enjoyable to patients than traditional rehabil-
itation because they are both fun and motivating. Im-
provements in functional mobility, visual-perceptual
processing, and postural control have all been observed
following an 11-session training program with the Wii™
(Bekter et al., 2007).

A cost-efficient and commercially available option for the
Wii™ that is focused on balance activities is the Wii
Fit™. Launched by Nintendo® in 2008 to work with the
Wii™ gaming system, the Wii Fit™ utilizes a thin Bal-
ance Board™ with a Body Test and Training Games to
assess, then improve and track, an individual’s static and
dynamic balance (What is Wii Fit?, 2009). The Wii Fit™
provides results related to an individual’s Body Mass
Index, Center Of Gravity (COG), and left-right symmetry
via the Body Test. Sensors imbedded within the board are
used to directly influence an on-screen character through

Corresponding Author:
Laura Z Gras PT, DSc, GCS, The Sage Colleges, Doctor of Physical Therapy Program, 45 Ferry Street, Troy, NY 12180. grasl@sage.edu

1 Doctor of Physical Therapy Program, The Sage Colleges, Troy, New York, USA

329



JCR

330 Nintendo Wii Fit

aerobics, yoga, strength training or balance games (Wii
Fit™, 2009). Research, however, is lacking on the Wii™,
inhibiting a therapist from being able to use all its features
with reasonable confidence since its reliability is un-
known.  

The most commonly used balance assessment tool by
physical therapists is the NeuroCom EquiTest®, a re-
search standard tested primarily on older adults to identify
fall risk, and used to improve static and dynamic balance
(Dickin & Clark, 2007). A visual surround frame with a
strain-gauge-integrated force plate, the EquiTest® can be
digitally controlled to either translate or rotate in the hor-
izontal plane. These features, combined with the ability
to control visual stimuli, are used to examine and chal-
lenge each component of balance, consisting of the pro-
prioceptive, visual and somatosensory systems. Reported
values provide a way to quantify and document deficien-
cies in a specific component of balance, as well as to iden-
tify if reliance exists on either hip or ankle strategies
(Balance Disorders, n.d.). 

Overall, research literature offers praise for the EquiTest®,
namely reporting positive results regarding sensitivity,
test-retest reliability and validity (Monsell, Furman, Herd-
man, Konrad & Shepard, 1997). One study demonstrated
the EquiTest®’s ability to distinguish elderly patients ex-
periencing decline in health as displayed by lower results
in five out of six conditions on the Sensory Organization
Test (SOT) (Monsell et al., 1997). Another study showed
similar results, with the elderly patients experiencing a de-
cline in health showing an increase in response time and
sway in all six conditions on the SOT as compared to con-
trols (Wolfson et al., 1992).  Regarding test-retest reliabil-
ity, one study reported an overall interclass-correlation
coefficient of 0.66 for the SOT, a score equivalent to fair-
good reliability (Camicioli, Panzer & Kaye, 1997).  On its
own, condition 1 of the SOT has moderate reliability
(ICC=.57) (Camicioli et al. 1997). The EquiTest® has also
demonstrated predictive validity for loss of balance, with
one study reporting moderate-high reliability for all six
conditions, as long as they were experienced at least twice
on the same day (Ford-Smith, Wyman, Elswick, Fernan-
dez & Newton, 1995). However, despite the wealth of ev-
idence crediting EquiTest’s® accuracy and precision, it
remains elusive to many average therapy clinics, given its
high expense and large space requirement. 

The Wii Fit™ is considerably more affordable than the
EquiTest®, or other force plates. Nintendo’s® suggested

retail price for the Wii Fit™ software and Balance
Board™ is US$89.99 (What is Wii Fit?, 2009). The
Wii™ console and controller must also be purchased in
order to use the software. The system’s MSRP is listed as
$249.99 in the U.S. (Official Wii Launch Details, 2009).
Force plates themselves cost thousands of dollars, and the
EquiTest® can be purchased for approximately $100,000
in the U.S. (Chaudry, Bukiet, Zhiming & Findley, 2008). 

This study aims to investigate the possibility of placing a
feasible, more affordable and portable tool for balance
into the hands of the average rehabilitation clinic.  Using
an industry standard, we examined the reliability of the
Wii Fit™ and concurrent validity with the NeuroCom Eq-
uiTest® to assess for its efficiency and efficacy. The study
was approved by the Institutional Review Board at The
Sage Colleges in Troy, New York.

mEthods

Subjects were recruited using convenience sampling by
sending an “e-mail blast” to the Sage Colleges’ Troy cam-
pus, as well as using posters and word-of-mouth. For ho-
mogeneity purposes, participants were included in the
study if they were between the ages of 18 and 25 years
old and did not weigh over 300 pounds, so as not to ex-
ceed the weight capacity of the Wii Fit Balance Board™.
Before participating, all subjects completed a university-
approved informed consent form and had height and
weight measurements taken without wearing footwear.
Both values were entered into the machines to help com-
pute their body mass index and balance measurements.
In addition to providing their name and date of birth, sub-
jects were screened using a health questionnaire to rule
out the possibility of any physical or neurological impair-
ments that may have prevented them from completing
both exams successfully. Measurements for height and
weight were obtained using a standard tape measure and
bathroom scale. 

The Nintendo® Wii Fit Balance Board™ with the Nin-
tendo® Wii Fit™ gaming system was utilized for the
first half of balance assessments in this study (What Is
Wii Fit?, 2009). The Wii Fit™ gaming system includes
the Balance Board™, shown in Figure 1, with sensors
built in to report distribution of weight between both
lower extremities. The latter portion of balance assess-
ments were completed using the NeuroCom EquiTest®,
a dynamic force plate using strain-gauge technology and
imbedded sensors to sense distribution and shifting of
weight. 
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The participants were positioned in front of a screen, as
shown in Figure 2, to prevent any horizontal or vertical
visual cues from influencing their balance or posture
(Figueiro et al., 2008). The screen also prevented the
subjects from viewing the TV or the investigators so that
they were not prompted on how to stand. In addition, the
TV volume was turned off, not allowing for any auditory
feedback to either provide knowledge of results or to
give a point of reference for the subject. Each subject
was then asked to stand on the Wii Fit Balance Board™
and complete the “Body Test” on the Wii Fit™ game,
which consisted of entering their height and birth date
and standing on the Wii Fit Balance Board™ for 20 sec-
onds to complete a “Center of Balance” exam.  This test
asks the user to stand on the balance Wii Fit Balance
Board™ in a normal posture, placing their feet within
the two boxes where comfortable. The user is then re-
quired to stand as still as possible for 10 seconds while
the board measures COG and left-right symmetry. The
measures are reported on the screen for COG and the
percentages for each foot’s amount of weight-bearing.
Two trials were completed and recorded on a Data
Recording Sheet which mimicked the four square cell
that was viewed on the TV screen (see Appendix).

Afterwards, each subject completed two tests on the
NeuroCom EquiTest®. For the first set of measurements,
the primary investigator lined up the feet of the subjects
on the force plate according to the protocol outlined by
NeuroCom®, and were asked not to move their feet.
First, each completed the first trial of the Weight Bearing
Squat test, which required them to stand on the Equi-

Test® force plate with their feet positioned by the re-
searcher and keep their legs extended for one second (see
Figure 3). This test is used to measure left-right symme-
try, reported as a percentage for each leg, and was meant
to mimic the portion of the Center of Balance test on the
Wii Fit™ measuring left-right symmetry. Afterwards,
they completed Condition 1 of the SOT, which required
the participant to stand on the force plate for 30 seconds
while center of balance was measured. This test intended
to mimic the Center of Balance test on the Wii Fit™
measuring COG. Both sets of trials were completed
twice and documented on the Data Recording Sheet (see
Appendix, following page).  

Figure 1. The Wii Fit Balance Board™ weighs 10
pounds, with the dimensions of 20.5 x 3.2 x 13.4
inches.

Figure 2. Subject performing a trial of the Wii Fit™
Body Test.

Figure 3. Subject performing a trial of the Weight
Bearing Squat on the EquiTest® with her feet aligned
according to the NeuroCom® protocol.

Gras, Hine and Hummer



A second set of measurements was taken, this time with
the intention of accounting for any differences in testing
protocol between the Wii Fit™, which does not require
feet to be lined up, and the EquiTest®. For this set of test-
ing, the EquiTest® force plate was taped to outline the
dimensions of the Wii Fit Balance Board™ as shown in
Figure 4, and each participant was asked to step onto the
plate in a posture and foot position that was most similar
to their typical stance (see Figure 5). Values were taken
again for both tests, repeated twice, and recorded on the
Data Recording Sheet. 

After the data was collected, each subject was offered a
chance by the researchers to review their results of all tri-
als. The results of each individual's trials on the Wii Fit™
and EquiTest® were reviewed with the subjects upon
their completion. The purpose of sharing the results was
to inform the participants of any balance abnormalities
that were indicated in the findings. Along with this infor-
mation, brief, qualitative advice was given for how to im-
prove the balance deficits noted. This guidance could be
beneficial if utilized, as the participants could potentially
enhance their COG and left-right symmetry, leading to
improvements in functional performance and prevention
of injuries.

DATA ANALYSIS
All values were analyzed using SPSS 15.0. Analysis for
reliability of the Wii Fit™ was calculated first using an
intraclass correlation coefficient (3,1). Values for COG
and symmetry (left-right and forward-behind) were then
analyzed using Pearson’s Correlation Coefficient and
Spearman’s Rho, to look at interval and nominal data, re-

Figure 4. EquiTest® force plate with the dimensions of
the Wii Fit Balance Board™ indicated by a tape outline.
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aPPEndix

data recording sheet

Name: _______________
Birth date:__/__/____
Height:___’____”
Weight:___lbs.

Wii fit

Trial One

COG:

Left-Right Symmetry
L:___
R:___
Weight:___lbs.
BMI:____

Trial Two

COG:

Left-Right Symmetry
L:___
R:___
Weight:___lbs.
BMI:____

BMI= body mass index

SOT Trial One:

Weight Bearing Squat
Trial One:
L:___
R:___

SOT Trial Two:

Weight Bearing Squat
Trial One:
L:___
R:___

Equitest (without foot alignment)

SOT Trial One:

Weight Bearing Squat
Trial One:
L:___
R:___

SOT Trial Two:

Weight Bearing Squat
Trial One:
L:___
R:___

Equitest (with foot alignment)

Nintendo Wii Fi
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spectively. With regards to the EquiTest®, values were
first run to analyze the data from when subjects’ feet were
lined up according to the NeuroCom® protocol, then
when the subjects were allowed to stand comfortably.  

Values used for data analysis were first computed from
the Data Recording Sheet to account for the variability in
the interval and nominal data. Data regarding each sub-
ject’s left-right and forward-behind symmetry, being
nominal data, were reported as either “1” or “2” to indi-
cate which side of either the midsaggital or midtransveral
line the subject’s COG fell.  Left-right symmetry was de-
termined by indicating which side the COG was on using
the midsagittal line for reference–a “1” indicated COG to
the left, and a “2” for the right. Forward-behind symmetry
was also measured and reported by indicating if the COG
lay above or below the transverse line drawn in the mid-
dle of the box, recorded as a “1” or “2” respectively. The
amount of correlation between the Wii Fit™ and Equi-
Test® for both left-right and forward-backward symme-
try was analyzed using Spearman’s Rho. 

Values for COG were depicted with a dot drawn by the
examiner on the four square cell on the Data Recording
Sheet simulating the footplate of both the Wii Fit™ and
EquiTest®. COG was measured by a standard ruler from
the midpoint of the four squares to the COG dot drawn
by the examiner. These values, being interval data, were
averaged to provide a comprehensive picture.  The
amount of correlation between COG measurements from
the Wii Fit™ and EquiTest® were analyzed using Pear-
son’s Correlation Coefficient.    

rEsults

Thirty-one subjects between the ages of 18 and 25 years
old participated in the study (mean = 22.6 ± 1.87).
Twenty-three were female and eight were male. The Wii
Fit's™ COG measurement was found not to be reliable
(ICC = .253). The percentages given for left-right sym-
metry were also not reliable (ICC = .270). However,
using the Wii Fit™ as a measure for body weight was de-
termined to be correlated with the measurements given
by a standard bathroom scale (r = 1.000). 

When the subjects' feet were appropriately lined up on
the EquiTest®, the measurement given by the Wii Fit™
for COG as distance from the origin was not  correlated
(r = .080; p = .120). The Wii Fit's™ forward-behind data
for COG was also not correlated with that of the Equi-
Test® (r = .218; p = .334). However, a fair level of cor-

relation was detected between the left-right symmetry
reading provided by the Wii Fit™ and that from the Eq-
uiTest® (r = .532; p= .001). By not aligning the subjects'
feet on the EquiTest®, so as to mimic the standing posture
on the Wii Fit™, higher correlations were not produced
for COG measurements as distance from the origin (r =
.147; p = .300), and forward-behind data (r = .147; p =
.171). The Wii Fit's™ left-right symmetry percentages
were not correlated (r = .210; p = .226).

dicussion

The purpose of this study was to determine the feasibility
of using the Wii Fit™ as a means of quantifying patients'
balance affordably in the clinic and at home. Though the
Wii Fit™ is a more convenient and cost-effective tool for
measuring COG and left-right symmetry than the Equi-
Test®, it is not as accurate or consistent. The only meas-
urement that was comparable to that of the EquiTest®
was left-right symmetry. Even so, the correlation was
only fair, and the measurements were not found to be re-
liable from trial to trial. The COG measurements given
by the Wii Fit™ were not correlated with those from the
EquiTest®. There was also no consistency in the COG
measurements given by the Wii Fit™. The body weight
measurement that the Wii Fit™ provided was correlated
with the digital reading given by a bathroom scale. 

What may account for the difference in the Wii Fit™
compared to the EquiTest® is that they are designed dif-
ferently for detecting balance. These mechanical varia-

Figure 5. Subject performing a trial of the Weight
Bearing Squat on the EquiTest® without her feet
aligned. She is standing in a natural stance to simulate
the stance that is used on the Wii Fit Balance Board™.
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tions may contribute to their differing capacities for meas-
uring COG and left-right symmetry. The Wii Fit Balance
Board™ is comprised of four sensors that are attached as
legs. These sensors are strain gauges, which measure ver-
tical forces applied to them. The positioning of the sen-
sors at the four corners of the Wii Fit Balance Board™
allows for both precise body weight measurement and the
recognition of balance shifts in every direction (Iwata,
2009). In the EquiTest®, a dual force plate is located in
the base platform, where the subjects stand with one foot
on each force plate. The force plates quantify the vertical
and horizontal forces exerted on them by each foot via
strain gauges, which measure the anterior posterior center
of vertical force position (Hirsch, Toole, Maitland &
Rider, 2003; Barin, 1992).

When using the EquiTest®, users are prompted to line up
their feet with specific markings on the force plate so that
their foot placement is symmetrical, with the medial
malleoli in line with the force plate’s center of rotation to
allow the platform and the screen enclosure to rotate
around the joint axis of the ankles (Hirsch et al., 2003).
Since this may not be a person’s natural stance, this posi-
tioning may be awkward and it may not reflect the bal-
ance measurements that they might have if they were
standing as they normally would. The Wii Fit™ does not
require users to position their feet in a particular manner
on the Wii Fit Balance Board™. Rather, those using the
balance board to obtain balance measurements are able
to stand comfortably in their natural stance. In this study,
upon obtaining data that was not correlated between the
EquiTest® and the Wii Fit™ when participants had their
feet properly aligned on the EquiTest®, participants were
asked to perform additional trials without their feet ad-
justed to the specifications in order to see if the data
would show greater correlation for left-right symmetry
and COG measurements. However, regardless of foot po-
sitioning on the force plate, correlation of the balance
measurements did not improve. 

The only measurement that was found to be correlated

between the Wii Fit™ and the EquiTest® was left-right
symmetry. This correlation only occurred with the trials
in which the participants’ feet were aligned on the force
plate of the EquiTest® as directed. Though the re-
searchers believed that having participants stand without
their feet aligned on the EquiTest®, as they would with
the Wii Fit™, would improve the correlation of the left-
right symmetry and COG measurements, the correlation
levels actually dropped. The lack of reliability in the bal-
ance measurements given by the Wii Fit™ may be attrib-
uted to participants shifting their stance and foot
positioning between trials.

A strength of this study is that the balance-measuring ca-
pabilities of the Wii Fit™ were compared to the industry’s
gold standard, the EquiTest®. The narrow inclusion cri-
teria for the age of the subjects adds to the study’s internal
validity, but at the same time the data from the 18 to 25
year-old age group cannot be generalized to other popu-
lations. Another limitation to the study is that the two sys-
tems were not designed to examine the exact same
balance measures. Rather, the EquiTest® was manipu-
lated to simulate the tests that the Wii Fit™ was perform-
ing. The EquiTest® is known for its adequacy in dynamic
balance measures, however, only static measures which
would be comparable to those accessible with the Wii
Fit™ were used. 

conclusion

This study found that the Nintendo® Wii Fit™ may not
be used with the same level of confidence to accurately
analyze balance as the NeuroCom EquiTest® in the
clinic. 

As more clinics acquire the Wii Fit™ for use in rehabili-
tating their patients, physical therapists may feel inclined
to use the Balance Test as a quick and easy way for tracking
gains in balance throughout the course of treatment.
Though an improvement in the COG and left-right sym-
metry scores can be motivating to patients, these scores do
not meet a standard of accuracy for use in documentation.  
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traPPEd in thE WEB:

thE PsychoPathology of cyBErsPacE

Tonino Cantelmi1 and Massimo Talli1

In this review the authors, after an initial description of the “Internet phenomenon,” particularly of the
psychological and psychopathological risks related to its use, propose to the reader a series of works
on this theme developed during recent years. In this review many interesting aspects are discussed such
as the problem of defining the syndrome and the possible diagnostic criteria, the explanatory models
proposed by various authors and possible therapy options to treat the syndrome.

Keywords: Internet,  Psychopathological Risks, 
Explanatory Models, Diagnostic Criteria, Addiction

introduction

It was around 12 years ago when we studied so-called “in-
ternet addiction” for the first time (Cantelmi & Talli,
1998). Our interest in this unique pathology began when
a woman from Northern Italy came to our department
showing clear dissociative signs after a prolonged expo-
sure to the Internet. We could not identify the precise role
played by the Internet. Even though we analyzed her clin-
ical state in detail, we could not understand if it was just
an accidental coincidence or a cause of the same sympto-
matology. 

In 1998 the pioneering studies performed by Young in
Pittsburgh and other researchers  (Young, 1996; Suler,
1996; Brenner, 1997, Griffith, 1997) represented all we
knew about this problem until that time. In Italy, very few
people could benefit from Net connection and it was not
very common to talk about “strange” psychological influ-
ences.  Since then, the “Queen of the Nets” has spread to
a global level by becoming the best means of communi-
cation, among all the others. Its spread increased scientific
knowledge related to the Net and psychopathologic as-
pects, and it also made it possible to have access to many
kinds of information. 

The technology on which the Net is based has changed.
The broadband has enabled safer and faster connections,
while at the same time the arrival of the telephony and dig-

ital TV has made the Internet more useful and attractive.
Nevertheless, its anarchic spirit remained pleasantly inte-
gral, just like its capability to stimulate fresh mental path-
ways.  

This review intends to examine the most important scien-
tific contributions obtained by authors who contributed in
such ways as providing definitions, diagnostic criteria, im-
pact of disorder, theoretical patterns, motivation, net serv-
ices and toxicity, means of assessment and treatment. As
conventionally agreed, we will use the expression Internet
Addiction (IA) in order to indicate a series of online dis-
orders and behaviors, united by the same technology, the
Internet, and from the same type of use–abuse. Moreover,
we will fully discuss the new scientific contributions that
our studies developed in the last few years. The contribu-
tions represent a new knowledge that we hope will enrich
the previous, existing knowledge on the subject.    

dEfinitions

The first computer addiction cases appeared during the
70’s and 80’s (Shotton, 1991). These kinds of problems
were related to PC use-abuse and not to the Internet, since
it did not exist yet.  

Ivan Golberg, an American psychiatrist, was the first
scholar to recognize this “illness” by defining it as Internet
Addiction Disorder (1995).  He helped to clarify all rela-
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tive diagnostic criteria relating to the Web. Since then, in
order to describe this syndrome, several definitions were
created in the scientific field such as Internet Addiction
(Young, 1996), Internet Dependency, (Scherer, 1997),
Compulsive Internet Use (Greenfield, 1999), Compulsive
Computer Use (Potenza & Hollander, 2002). IA can be
categorized into more specific addictions, such as Cyber-
sexual Addiction, Cyber Relationship Addiction, MUD
(multi user dungeon) Addiction, Compulsive Online Gam-
bling, Compulsive Online Shopping, Information Over-
load Addiction, EBay Addiction and Trading Online
Addiction (Young, 1996). Lavenia and Marcucci (2005)
provide a further distinction between Cybersex Addiction
and Cyberporn Addiction, by assigning the first type of
addiction to a sexual interactivity (man-machine-man sys-
tem) that is completely absent in the second type of ad-
diction (man- machine system). 

In his cognitive-behavioral pattern, Davis (1999) suggests
the use of the term Specific Pathological Internet Use (as
opposed to Generalized Pathological Internet Use) in order
to identify any specific form of online addiction.  

Carretti offers an explanation on Video Display Dissocia-
tive Trance–as outlined by the Diagnostic and Statistical
Manual of Mental Disorder (DSM), he confirms that it is

a disorder induced by technology. It shows a clinical state
that can be related to intense Internet intoxication (Caretti,
2000; Caretti & La Barbera, 2001).

diagnostic critEria

Historically, IA has been diagnosed by using unique as-
sessment criteria. In 1996 Young was the first researcher
who studied the disorder by proposing diagnostic criteria
for Internet Addiction Disorder (Young, 1996). According
to Young, it was possible to identify formal aspects of the
addiction, such as tolerance, abstinence and craving, in all
affected people.  Afterwards, she thought to apply the
same criteria to pathologic gambling (see table 1). This
disorder is considered to be very close to IA phenomenol-
ogy, since it does not include the consumption of chemical
substances (Young, 1998; Potenza, 2006). Some criteria
for pathologic gambling, such as “run-up” to the losses,
committing illegal acts to finance the game and finding
money to relieve a financial situation caused by gambling,
were not considered applicable to IA. Indeed, a new spe-
cific set of criteria was created and included behavior such
as spending more time online than predicted (Johansson
& Gotestam, 2004; Leung, 2004). 

Shapira and his colleagues (2000) proposed some inter-
esting guidelines that highlight the emotional aspects con-

Table 1
Diagnostic Criteria for Internet Addiction (Young, 1998).

JCR

Trapped in the Web

It is necessary that five or more of the following symptoms appear: 

1. Do you feel excessively absorbed by the Internet?   
(Do you think about the previous connection or are you already planning the next online session)?

2. Do you feel the need to spend more time connected to the Net in order to obtain the same level of satisfaction? 

3. Have you tried repeatedly to control, to reduce or to interrupt Internet use with no success?

4. Do you feel nervous, depressed or irritated when you try to interrupt Internet use?

5. Do you stay online longer than you planned to? 

6. Do you risk negatively affecting important relationships at work or at school because of the Internet? 

7. Have you ever lied to your family, therapist or other people to hide the level of your Net involvement?  

8. Do you use the Internet to escape from problems or to relieve your dysphoric mood?  
(Feelings of powerlessness, guiltt, anxiety or depression?)
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nected to the resulting loss of control. They also focused
their attention on the intense anxieties and worries relevant
to immoderate Net use (see table 2). 

Until now, IA did not belong to any formal diagnostic sys-
tem. People affected by the syndrome can be included in
the category of disorder of impulses control not differently

specified. Nonetheless, proposals to include this type of
addiction into the next edition of the DSM  became even
more persistent. One proposal came from the pages of the
authoritative American Journal of Psychiatry, in which J.
Block published an article where he identifies IA as a par-
ticular type of disorder referable to the compulsive-impul-
sive specter (Block, 2008).

thE EffEct of thE disordEr

IA effects on people vary in a substantial way. It depends
on the methodology of the survey (surveys conducted on
the Internet or not on the Internet) and the type of instru-
ments used (questionnaires based on several diagnostic
criteria). Generally, online surveys indicate a rate of dif-
fusion between 3% and 11% (Kershaw, 2005; De Angelis,
2006). For instance, Greenfield’s survey conducted on a
sample of 17,251 subjects with an age between eight and
85 years old, shows a disorder effect rate equal to 5.7%
(Greenfield, 1999). 

More recently, a survey completed by Korean researchers
underlined a lower effect rate (Wang et al., 2003) in which
only 3.47% of participants became addicted to the Inter-
net. Most likely, these surveys prove that multiple factors
influence differences in obtained results. For instance,
while Greenfield (1999) focused his attention only on
American users, Wang and his staff members studied only
Korean subjects. Moreover, Wang and his collaborators
used the Internet Addiction Test proposed by Young. It is
an instrument represented by a scale with 20 items called
the Likert scale. The structure of this test is very different
from the yes/no answers test used for Greenfield’s survey. 

Generally, studies completed on the Net can be more suc-
cessful at gathering a large quantity of data in a relatively
short period of time (Egger & Rauterberg, 1996; Eppright
et al., 1999). Studies conducted online can select subjects
that use the Internet frequently or that think they may have
a problem with Internet use. 

Those surveys that are not conducted on the Net on the
basis of random selection of subjects represent an impor-
tant way to carry out studies on IA. Until now, only one
survey has been published on this phenomenon among the
general population that used offline random sampling.
This survey shows a very low diffusion rate varying from
0.3% to 0.7% (Aboujaoude et al., 2006).

thEorEtical PattErns

In this review, we will analyze some of the patterns that
may help to explain the IA phenomenon.  
Young’s ACE pattern (1998) summarizes the main factors
that can contribute to disorders related to the Internet:  
- Accessibility: the easy and immediate accessibility to any
online service allows an immediate gratification of the
smallest need. 
- Control: the very high level of control that can be per-

Table 2
Diagnostic criteria for the Problematic Internet Use (Shapira, 2000)

Cantelmi and Talli

A. Maladaptive concern related to the Internet, as shown by the following: 

1.  Concern related to the Internet being viewed as irresistible.

2.  Immoderate use of Internet for a period of time longer than planned. 

B. Use of the Internet and relative concerns cause clinically significant anguish or weakening of social and pro-
fessional areas, etc. 

C. Immoderate use of the Internet does not happen only for periods of  hypomania or mania, moreover, it is not
better explained by other disorders.
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formed on online activities induces an unreal perception
of omnipotence. 
- Excitement: the large quantity of stimuli present on the
Net allows users to reach a high level of psychological ex-
citement.  

In his study, Davis (1999) used a cognitive-behavioral ap-
proach, explaining that base for Pathological Internet Use
(PIU) comes from problematic cognitions linked to some
behaviors that intensify or detain the disadaptive response
(see figure 1). This theory highlights cognitions and
thoughts of the individual that contribute as the main

source of abnormal behavior. According to the author, the
disadaptive cognitions related to a person start with the In-
ternet and could refer to himself/herself (by doubting about
his/her personal esteem) or to the world (generalizations
or thoughts about everything and nothing). The product of
these cognitions is a PIU that can be specific or general-
ized.  The specific PIU defines people depending on an In-
ternet-specific function, such as erotic material, gambling,
auctions, etc. These types of dependencies are content-spe-
cific addictions and will exist regardless of the presence of
the Internet.  The generalized PIU, instead, includes a gen-
eralized and multidimensional overuse of the Internet. 

Recently, Cantelmi and Talli ( 2007)  have developed
another pattern type (see figure 2). The idea behind this
pattern is that during “normal” use of the Net, there
should be a progressive increase in experiences, in the
same way as the use of major online instruments and
services. If the first approach to the Net is usually rep-
resented by the use of e-mail or moving quickly from
one site to another, then other, more complicated and
sophisticated applications will be used, such as chat,
newsgroups, MUDs, etc. 

In the “pathologic” use of the Net, this process repeats
itself, but in a symmetrical way. Regardless of the expe-
riential background acquired with previous connections,
the user will gradually downsize the use of the Net by
increasing his/her time online progressively.  Obsessive-
ness is typical of specific themes of the Net such as cy-
bersex, MUDs, etc..  The authors  distinguishes four
precise evolutionary phases that push the user towards
become progressively addicted to the Net: 

-Entry into the Net: The user initiates contact with the
Net through surfing the Internet or exchanging e-mails.
The user is bewildered and curious about new experi-
ences. From a relational point of view, he establishes a
relationship with the Internet–a new type of relationship
defined as “man-machine.” Even though the user com-
municates with other people, these people will become a
secondary interest compared to the technological en-
chantment of the Net.  

-Use of the Net: The user is able to use a wide variety of
instruments and services and can use the Net with enough
security. He/she is also aware of the dangers characterizing
this technology. From the relational point of view, he/she
establishes a relationship with the Internet defined as
“man-machine-man” meaning the Net will be conceived
as a means of communication. 

-Abuse of the Net: The user begins to select more satisfy-
ing applications of the Net. He/she increases their time

Figure 1. Davis’s cognitive-behavioral model (Davis, 1999).

Trapped in the Web
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spent online and the frequency of connection to the Net.
From a relational point of view, he establishes a kind of
relationship defined as “man-machine-man.” The user be-
gins to use the Net to meet people online, even though he
may not be aware of it. 

-Net Addiction:  The user limits the use of the Net by
dedicating his/her time to a few applications and serv-
ices (particularly chat and MUDs). From the relational
point of view, he establishes a relationship defined as
“man-machine.” Even though the user communicates
with other people, these relationships will be con-

ceived as objects of pleasure.  

Use  of the Internet in relation to addiction has been
confirmed in numerous international studies. Ad-
dicted users tend to prefer game sites, chat and be-
yond that, sites containing pornographic material
(Morahan-Martin & Schumacher, 2000; Chou &
Hsiao, 2000; Leung, 2004; Simkova & Cincera,
2004). Moreover,  the increase in time spent online,
one of the  other  aspects that  underlies the model,
is one of the evaluation criteria formulated by Young
to make a diagnosis of IA (Young, 1998).

Grohol (1999) believes that subjects suffering from
this disorder are, most frequently, new users of the
Net. They are not accustomed yet to the new techno-
logical environment and remain “enchanted.”  How-
ever, even those who have been using the Net for
longer periods of time could develop the disorder, but
only after discovering a new, particularly attractive
application. Both new and old users have the capacity
to reach stadium III, the stadium of balance, soon or
later (see figure 3).  

motiVations

Observations on IA often define an Internet addicted user
as a subject who seeks comfort in the Net to avoid thinking
about his/her problems. In reality, the subjects choose to
connect to the Net for different reasons. The same appli-
cations (chat, MUD, etc.) could have different meanings
and consequences for the subject. Cantelmi and Talli
(2007) hypothesize two different types of Net addicts–Net
addicts for escape and Net addicts for action. The Net ad-
dict for escape represents the real “stereotype” of an In-

Cantelmi and Talli

Figure 2. Symmetrical pattern (Cantelmi & Talli, 2007)  
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ternet addict, since they use the Net mainly to escape
from his/her depressive life. His/her real life is charac-
terized by objective problems and by a strong sense of
impotence and social non-involvement. This type of
user logs onto the Net exclusively to escape from the
real sorrow of their life, without expectations for any
successful personal change. In this case, the Net is like
an analgesic. They do not believe they can change their
psychological condition–they just needs to use the Net
for excitement and to dull their senses more and more.
In those cases of intense intoxication the Net addict for
escape replaces his/her real life with a virtual dimension,
so that he/she will be facing striking dissociative and/or
autistic psychopathological phenomena.  Instead, the
Net addict for action uses the Internet to achieve an ob-
jective that goes beyond the need to seek excitement.
Cyberspace represents a large possibility of stimuli for
them, but above all, the ideal space to make their high
expectations become concrete. Action fields vary from
online social relationships that can extend beyond the
virtual dimension, to online gambling–considered by
some to be a great occasion to make money. In those
cases of intense intoxication the Net addict for action
becomes so ambitious and far removed from reality that
their actions can border on mania. It is known that the
beginning of addiction, induced both by substances and
behaviors, is caused by several factors. These factors
do not come from the same situation, but they could
come from several factors whose interaction can gen-
erate disorder. 

addiction = inducing factors + triggEring

factors + PErPEtuating factors

Both the Net addict for escape and the Net addict for ac-
tion uses the Net for excitement. But while the first addict
uses it to escape from problems, the second type uses the
Net to achieve success or make a change in their life. Ac-
cording to the aetiological sequence of the addiction, it is
necessary to specify that the real target of online use is ba-
sically taking action online and not the excitement itself.
Concerning the predisposition to IA, we have to consider
a different psychological situation depending on the type
of IA being discussed. In the case of IA for escape, people
with more depressive aspects to their personalities and/or
a tendency toward social difficulties would be more likely
to develop the syndrome. On the other hand, in the case
of IA for action, more vulnerable personalities would be
those characterized by personal disorders (narcissism, ob-
session, etc.) and/or depressive (compensated) or maniacal
aspects. However, it is important to note that subjects can
use every online service for both escaping and for seeking
success. Graphically, IA can be represented as a contin-
uum that begins with the addiction for escape and arrives
at the addiction for action (see figure 4). 

Such a pattern can also integrate a transactional analysis
(TA). The authors distinguished four fundamental attitudes
or positions concerning how an addicted user perceives
himself/herself, his/her surrounding reality and the virtu-
ality of the Net (see table 3).  For every position, it is pos-
sible to define the principal conditions in the life of the

Figure 3. Grohol’ s pattern of the Pathological Internet Use (Grohol, 1999).

Trapped in the Web



JCR

343

subject, and their probable type of use of the Net (Net ad-
dict for escape or the Net addict for action). 

from ircs to mEtaWorlds

More than once it has been stated that not all Net applica-
tions present the same potentiality to create addiction,
since each one implies the beginning of different psycho-
logical mechanisms. According to a well-known study
carried out by Young (1997), addicted users spent longer
amounts of time in synchronic communication environ-
ments like chats (35%) and MUDs (28%). Therefore, we
assume that the same synchronic communication induces
such gratification that it triggers even more active behavior
from the user. Moreover, we can distinguish other additive
characteristics connected to these particular resources. 
For example, MUDs present outstanding elements of de-
personalization, since they use a technology that mini-
mizes playful contest by making identification of the
player with the character easier (Cantelmi et al., 2000;
Cantelmi & Giardina Grifo, 2002).

However, chats can represent an excellent modality for es-
caping from reality and everyday life. In chat rooms it is
possible to interact with other users without being recog-
nized and it is also possible to express personality with no
fear of being judged. It is possible to take a fictitious iden-
tity and feel accepted and desirable to other users (Can-
telmi & Giardina Grifo, 2001). 

A less common phenomenon related to this type of com-
munication is the so-called Zigarnick effect. It is a state of
anxiety and accentuation of a thought linked to an inter-
rupted conversation occurring in a chat setting online. The
user disconnects from the Net, but continues to think about
a dialogue that is still going on, even though they are not
taking part in it (Martignago, 2001).

Many of the aspects underlined so far are developed by
the so-called “metaworlds,” such as Second Life, a popu-
lar example. What characterizes these virtual worlds is the
chance to have an alter ego available–a digital represen-
tation of them self (an avatar)–that interacts in a world
where other characters correspond to real people. Each en-
counter or conversation happening in Second Life, there-
fore, takes on the connotation of a real, interpersonal
relationship. Differently from chats and MUDs, there is a
strong element of human communication through the
means of non-verbal language.  It makes interactions more
appropriate, if compared to real interactions, even though
the avatars mediate the communicative exchange.  In the
metaworlds, we can find the same mechanisms of persua-
sion used in their advertising, whereas the most frequent
expressions are “make your dreams come true” or “you
will get what you desire.” 

Randazzo states, “Just like in the advertisement, the desire
to be more than what we are is encouraged: more beauti-

Cantelmi and Talli

Figure 4. Continuum of the Net addiction.
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ful, richer, stronger, more powerful. While in the adver-
tisement they make promises in order to persuade people
to buy an object, in Second Life they promise a different
life” (2008).

The major risk with becoming more involved in Second
Life or other metaworlds takes place when people choose
the virtual world as option over the real world.  To the user,

the consistency of the metaworld compared to real life of-
fers the certainty of a family pattern and a pattern closer
to our stereotype. The wider range of possibilities offered
by the parallel reality can also make it more attractive than
the real world. 

cyBEr-intoxication

Interactive spaces are not the only Net environments with
irresistible and attractive characteristics, even though the

Trapped in the Web
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majority of the cases of immoderate Internet use can be
ascribed to them. 

Among the most important new addictions already sup-
ported by the clinical case histories (most documented in
the U.S.) are:

- Cybersex Addiction. The word “cybersex” concerns all
activities with sexual features performed on the Net by
using e-mail, IRC, CUSeeMe channels, etc. The typical
user who engages in cybersex is a person who is afraid of
a real physical relationship and who has difficulties being
involved in affective relationships. However, it is possible
to observe Internet abuse and addiction situations even in
those subjects that have good affective and relational re-
sources. In these cases, they develop an additional modal-
ity involving virtual sex use not because they are afraid of
real sex, but because they adopt an attitude that, at the be-
ginning, is playful. Some of them can keep this aspect
under control, but some others get progressively involved,
and this can result in compulsivity and the need to log on
for hours and hours everyday. 

- Compulsive Online Gambling. This disorder has already
been recognized for a long time and is included in the
mental disorders diagnostic manual.  The chance to have
access to virtual casinos or sites for gamblers from home
enables the development of this compulsion and has a neg-
ative effect on relationships and finances in real life. It can
also affect very young people. 

- MUDs Addiction. As stated earlier, MUDs (Multi-users
dungeon or Multi-user dimension) are interactive role-
playing games, in which users can interact simultaneously.
It consists of creating a fictional character with which the
subject identifies and plays.  The player can decide on
physical and mental features of his/her alter ego, places
they will visit, etc. Compared to traditional role-playing
games, MUDs includes more aspects of depersonalization
because the technology employed makes the playful con-
text less evident and enables a major identification of the
player with the virtual character. 

-Cyber Relationship Addiction. Some subjects suffering
from IA feel a strong need to establish amicable/affective
relationships throughout e-mail, chat lines or newsgroup,
to the detriment of their own real familial and social rela-
tionships. Since there is sometimes a lack of visual repre-
sentation, people involved in chat can lie about their
identity (concerning physical features, age, sex, job and

status) in order to feel the euphoria of indefinite freedom.
They can introduce themselves to other people and have
the chance to fulfil their “ideal ego” in a virtual setting.
In this way, they maintain a satisfactory virtual image of
himself/herself, created among acquaintances and people
regularly getting in touch, which remains confined to the
limits of the Net.  On one hand, the use of chats reproduces
a relational and communicative context with the “other,”
and on the other hand, it implies the risk to deny or get in
touch with the “other” in a partial or narcissistic way. 

-Information Overloads Addiction. This kind of addiction,
well known in work environments, is characterized by the
exhausting research for any type of information, even
trivia. The user does not distinguish between useful infor-
mation and useless information. It is possible to search for
information using an activity like web surfing (passing
from one site to another) and/or surveys conducted on ma-
terial placed in a database.  

mEans of assEssmEnt

Many tests have been created to evaluate IA. Some of
them include the Internet Addiction Questionnaire, Suler
(1996), Davis Online Cognition Scale, Davis et al. (2002),
Chen Internet Addiction Scale, Chen et al. 2003) and In-
ternet Addiction Test, Young (1998). Young’s is probably
the most widely used worldwide (Talli et al., 1998).
In Italy Del Miglio, Gamba and Cantelmi (2001) proposed
an instrument called Use Abuse Internet Addiction
(UADI).  This questionnaire was drawn up at “La
Sapienza” University in Rome, and is the only Italian in-
strument applicable to the affected population.  UADI is
made of 75 items. It is possible to answer each item using
the Likert scale, consisting of five levels  (1=absolutely
false; 2=rather false; 3=neither true or false; 4=enough
true; 5=absolutely true).
The test shows five main dimensions: 

- Compensatory escape (EVA): the tendency to escape
from everyday difficulties through Internet use;  

- Dissociation (DIS): the appearance of bizarre sensory
experiences; 

- Impact on real life (IMP): the appearance of conse-
quences in the real life, change of habits, moods and social
relationships;  

- Experimentation (SPE): the tendency to use the Internet to
experiment with parts of oneself and/or seek new emotions; 

Cantelmi and Talli
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- Addiction (DIP): the appearance of signs of addiction,
including progressive increase of time spent online, com-
pulsivity and excessive involvement.  
Cantelmi and Talli (2007) propose to examine the IA phe-
nomenon in the most objective way possible, using soft-
ware that overcomes the classical methodology of the
“self-report” questionnaire. The developed software (IRP-
AS) can operate in an unobtrusive way–this means that
the user will be aware of it only when Internet use is pos-
sibly becoming problematic. In this particular case, the
software will start up and warn the Net user about the dan-
gers related to its abuse. 
The software performs two different types of analyses:  

- Quantitative analysis: Since the program can detect the
actions of the user online (for example, in chats and
MUDs) and the connection time, it can evaluate the level
of involvement achieved by the user (if he/she abuses the
Net and how much he/she depends on the Net) and some
important indicators such as tolerance risk or dissociation
risk (see table 4, next page). 

- Qualitative analysis: The program displays the main con-
tents explored during Web navigation (pornographic, po-
litical, ecological contents, etc.) and calculates the
appearance frequency. In this way, for example, it is pos-
sible to understand whether a subject uses chat for friend-
ship or sexual reasons (see figure 5). 

In terms of use-abuse-addiction, the software calculates
daily involvement (Cg) on the basis of some indicators,
such as the frequency of daily use (Fg), basic motivation
(M), if it is playful or working, daily time spent online
(Tg), difference of time spent online in the last two weeks
(Ts2 / Ts1) and the level of daily exposure (Eg). Particu-
larly, the last indicator represents the trend of how much
time the subject is connected to the Internet without inter-
ruption. The higher this value is, the higher the probability
that the subject develops a dissociative symptomatology.
The ratio Ts2 / Ts1 allows the evaluation of the tendency
of the subject to progressively increase his/her time spent
online (tolerance phenomenon).  

Cg = (Fg • Tg • Eg / M) • (Ts2 / Ts1)

Concerning the qualitative analysis, contents most fre-
quently researched by users are counted and grouped into
general categories such as violence, sex, etc. In this way,
it is possible to integrate the results of the quantitative
analysis with content information, so that it is possible to
outline interests and needs that the Net satisfies for the
subject. 

This operation allows the understanding of whether a sub-
ject uses the chat for friendship or sexual reasons and
whether his/her form of MUD addiction concerns role-
playing with a sexual or violent content.

Figure 5. Examples of  qualitative analysis (Cantelmi & Talli, 2007).
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What kind of trEatmEnt?

As Young already noted, finding the right treatment to this
problem has been difficult. It has been even more difficult
in a country like Italy. Many psychiatrists and psychother-
apists are not qualified yet to handle IA and some others
do not recognize its existence (Fata, 2000).
As a rule, the following treatments are prescribed: 

- Self-help Groups: composed of people with the same
problem, they share the same experiences in order to reac-
quire control over the Net. 

- The Twelve Steps: this supports the personal and spiritual
recovering of the individual through a method similar the
method used for Alcoholics Anonymous. 

- Therapeutic Counseling: counseling helps Net addicts
become aware of their problem by encouraging psycho-
logical change.  

- Individual Psychotherapy: it is suggested particularly if
IA goes with the previous pathology. Patients become
aware of the deepest parts of themselves and how they can
change.  

- Detoxification Strategies: useful to face up to and resolve
problems, especially from the behavioral point of view.  
Despite the scarcity of studies conducted on the above-
mentioned forms of treatment, Italy has been amontg the
first of the European countries to experiment with a new
form of online psychotherapy aimed at treating cases of
Net Addiction. The service, accessible through the site
www.psychoinside.it, offers free counseling and therapeu-
tic supports (Cantelmi, Putti & Talli, 2001).

conclusions

In the last 10-15 years, few phenomena underwent such
considerable growth as the Internet. Few technological in-
novations have been able to, in such a short amount of time,
enter into common use and influence everyday life so much.
“The technical evolution of the information mean is so fast
that the analysis of a phenomenon will be completed when
the phenomenon readapts itself or gets transformed into an-
other” (Gaston, 2005).

Nonetheless, in this review provided references to help de-
termine what is and what is not IA. Therefore, we gathered
a large amount of information and data, disconcerting for
its proportions, like the unquestionable pathological poten-
tial of the Net. Even though completed studies are not yet
able discern a cause/effect relationship, the appearance of

specific symptoms concerning intensive use of the Net
shows that we cannot deny that the Net represents a strong
catalyst for preexisting psychopathologies. It embodies an
ideal place where it is possible to express the worst and the
most pathological aspects of oneself. 

It has been verified that an important psychopathologic risk
indicator is represented by long amounts of time spent on-
line. The greater the amount of time spent on the Net, the
higher the probability is of developing one of the various
forms of addiction. On the basis of our experience, the user
should not exceed five to six hours per day, only for work
or study reasons (Cantelmi & Carpino, 2005).

Among the new contributions we presented, it is important
to mention IRP-AS, software for the evaluation of the syn-
drome on the basis of time spent online. This instrument
could represent a large amount of support for preventing
new addiction cases. Similarly to vehicular accidents, in-
struments such as speed cameras can detect speed to prevent
incidents. 

In order to take advantage of the considerable capacity of
the Net without risk of becoming “trapped,” it is necessary
to know the instrument adequately, be aware of the factors
encouraging telematic overdose and recognize the signs
warning us we are abusing it.  

We discussed the Second Life phenomenon, in which there
are six million inhabitants. Recently, designers have imple-
mented new software that allows voice communicate be-
tween Avatars who share the same virtual dimension. A new
interactivity system will surely follow among users and the
virtual world, such as tactile instruments or instruments for
the perception of perfume. In the future, the monitor could
be replaced by the use of specific glasses already used in
the most sophisticated Virtual Reality games and by military
pilots during flight simulations. The instinctive movement
of the eyeball would be replaced by the movement per-
formed by a mouse, obtaining the three-dimensional illusion
of moving and taking action in the virtual environment, as
if the user were really in the observed world.  In the next
future, the current studis on the neurosciences could develop
into the use of neuronal sensors. Researchers could be able
to blend the holographic image of the virtual dimension
with the cerebral image into a single vision.   This already
happens when we watch a movie and we become so ab-
sorbed in the scene that we may lose the outlines of the
screen  (Nattero & Barbadoro, 2007). In this case, the cap-
tivation of the Net would be equal with the perspectives
that we could imagine… 
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IN THIS FEATURE, we will try to describe the char-

acteristics of current cyberpsychology and rehabilitation
research. In particular, CyberProjects aims at describing
the leading research groups and projects, actually run-
ning around the world, with a special focus on European
research.

social signal ProcEssing: thE usE of comPutErs

for undErstanding social intEractions

Social Signal Processing aims at developing artificial

social intelligence, i.e. to make computers capable of

sensing, interpreting and generating social signals

Social Signal Processing (SSP) is a new research domain,
still in its pioneering phase, at the interface between en-
gineering and human sciences. In simple terms, the goal
of SSP is to develop artificial social intelligence, i.e. to
make computers capable of sensing, interpreting and gen-
erating social signals. These are complex constellations
of nonverbal behaviors through which humans convey re-
lational attitudes like empathy, agreement, affiliation,
dominance or conflict. The effectiveness of social signals
is evident in the scene discussed below. When asked to
describe this scene, around half of the interviewed sub-
jects provide the correct answer, i.e. the individuals form
a couple and they are fighting. Such accuracy is possible
even if only limited information is available–the interac-
tion is intense (the mouths are wide open and the hands
of the woman are far from being relaxed) and the por-
trayed individuals have a strong relationship (the inter-
personal distance can be so small only when people are
close friends or belong to the same family). 

To explore this new field, recently the European Union
funded the “Social Signal Processing Network” (SSP-
Net)  Network of Excellence under work programme

topic ICT-2007.2.2 of the European Community’s Sev-
enth Framework Programme (FP7/2007-2013), under
grant agreement no. 231287. The project, running from
February 1, 2009 for 60 months, is coordinated by
Alessandro Vinciarelli (IDIAP, active in IM2.MCA) and
Maja Pantic (Imperial College london).

The SSPNet will try to “teach” computers socially adept
behaviors by sensing, interpreting and generating behav-
ioral clues. To address an intrinsically interdisciplinary
problem like Social Signal Processing, SSPNet includes
not only engineering groups with expertise in analysis
and synthesis of human behaviors and social interactions,
but also psychologists and social scientists working on
cognitive modeling of human behavior.

The engineering side is composed of IDIAP Research In-
stitute (CH), Imperial College (UK), University of Ed-
inburgh (UK), Technical University of Delft (Nl), CNRS
(f), University of Twente (Nl) and DfkI (D). The human
sciences side is composed of University of Geneva (Ch),
University of Roma Tre (I) and Queen’s University
Belfast (UK). The members of the consortium are con-
vinced that SSP must be the result of a tight collaboration
between human science and engineering researchers. For
this reason, they will try to establish a new scientific do-
main where research is done in a different, and truly mul-
tidisciplinary manner. In this perspective, both human
science and engineering researchers are keen to change
their way of working.

For more information visit http://sspnet.eu/.

Compiled by Giuseppe Riva, Ph.D. and 
Alessandra Gorini, Ph.D. candidate
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cyBErfocus

New technologies are developing at a rapid pace.  To help you stay abreast of the latest trends in advanced technolo-
gies and healthcare, this feature showcases upcoming, 2009- 2010 events, which will provide you with the oppor-
tunity to connect with leading experts worldwide and remain on the cutting edge of the most recent developments. 

The CyberFocus column welcomes your contributions. To supply relevant information for this feature, please send
an e-mail to: office@vrphobia.eu.
cyberPsychology & cybertherapy 15

June 13 - 15, 2010
Seoul, Korea
www.interactivemediainstitute.com

The Journal of CyberTherapy & Rehabilitation is the official journal of the CyberTherapy Conference.  The 15th An-
nual International CyberTherapy Conference (CT15) brings together researchers, clinicians, policy makers and funding
agencies to share and discuss advancements in the growing discipline of CyberTherapy & Rehabilitation, which in-
cludes training, education, prevention, rehabilitation, and therapy. The focus of this year’s conference is two-fold–first,
“Technologies as Enabling Tools” will explore the use of advanced technologies in diagnosis, assessment and pre-
vention of mental and physical disorders. In addition, attention will be drawn to the role of interactive media in training,
education, rehabilitation and therapeutic interventions. Secondly, CT15 will investigate the “Impact of New Tech-
nologies” and how they are influencing behavior and society through cyberadvertising, cyberfashion and cyberstalking,
among others. Technologies featured at the conference include VR simulations, video games, telehealth, the Internet,
robotics, brain-computer interfaces, and non-invasive physiological monitoring devices. Conference attendees have
the opportunity to play a role in designing the future of mental healthcare.  CT15 features interactive exhibits at the
Cyberarium allowing participants to experience the technologies firsthand as well as the opportunity to display their
exhibits in a forum-type setting.

-----------------------------------------------------------------------------------------------------------------------------------------

2009 conferences

PrEsEncE 2009: the 12th annual international Workshop on Presence

November 11 - 13
Los Angeles, California, USA
http://www.temple.edu/ispr/conference/ 

-----------------------------------------------------------------------------------------------------------------------------------------

aBct 2009

November 19 - 22
New York City, New York, USA
http://www.abct.org/conv2009/

-----------------------------------------------------------------------------------------------------------------------------------------
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2010 conferences

sPiE Photonics West

January 23 - 28
San Francisco, California, USA
http://spie.org/x1375.xml

-----------------------------------------------------------------------------------------------------------------------------------------

digitalWorld 2010

February 10 - 15
St. Maarten, Netherlands Antilles
www.iaria.org/conferences2010/DigitalWorld10.html

-----------------------------------------------------------------------------------------------------------------------------------------

6th annual update symposium series on clinical neurology and neurophysiology

February 15 - 16
Tel Aviv, Israel
http://isas.co.il/

-----------------------------------------------------------------------------------------------------------------------------------------

iastEd international conference on artificial intelligence and applications

February 15 - 17
Innsbruck, Austria
http://www.iasted.org/conferences/

-----------------------------------------------------------------------------------------------------------------------------------------

raVE 2010 - real actions in Virtual Environments

March 3
Barcelona, Spain
www.raveconference.com

-----------------------------------------------------------------------------------------------------------------------------------------

the World of health it conference & Exhibition

March 15 - 18
Barcelona, Spain
http://www.worldofhealthit.org/

-----------------------------------------------------------------------------------------------------------------------------------------

iEEE Vr 2010

March 20 - 24
Waltham, Massachusetts, USA
http://conferences.computer.org/vr/2010/
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-----------------------------------------------------------------------------------------------------------------------------------------

applied Psychophysiology & Biofeedback 2010

March 24 - 27 
San Diego, California, USA
http://www.aapb.org/

-----------------------------------------------------------------------------------------------------------------------------------------

sPiE defense, security, and sensing

April 5 - 9
Orlando, Florida, USA
http://spie.org/x1375.xml

-----------------------------------------------------------------------------------------------------------------------------------------

society of Behavioral medicine: 2010

April 7 - 10
Seattle, WA
http://www.sbm.org/meetings/

-----------------------------------------------------------------------------------------------------------------------------------------

laval Virtual 2010: 12th Virtual reality international conference

April 7 - 11
Laval, France
http://www.laval-virtual.org/

-----------------------------------------------------------------------------------------------------------------------------------------

the 7th annual World health care congress

April 12 - 14
Washington D.C., USA
http://www.worldcongress.com/events/

-----------------------------------------------------------------------------------------------------------------------------------------

med-e-tel

April 14 - 16
Luxembourg
http://www.medetel.lu/index.php

-----------------------------------------------------------------------------------------------------------------------------------------

19th international World Wide Web conference: WWW2010

April 26 - 30
Raleigh, North Carolina, USA
http://www2010.org/www/
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-----------------------------------------------------------------------------------------------------------------------------------------

the 5th international conference on interactive mobile and computer aided learning

Date - TBA
Amman, Jordan
http://www.imcl-conference.org/

-----------------------------------------------------------------------------------------------------------------------------------------

american telemedicine association 2010: 15th annual international meeting and Exposition

May 16 - 18
San Antonio, Texas, USA
http://www.americantelemed.org/i4a/pages/index.cfm?pageID=3629

-----------------------------------------------------------------------------------------------------------------------------------------

the 6th annual World health care congress – Europe

May 19 - 20
Brussels, Belgium
http://www.worldcongress.com/events/HR10015/

-----------------------------------------------------------------------------------------------------------------------------------------

cyberPsychology & cybertherapy 15

June 13 - 15
Seoul, Korea
www.interactivemediainstitute.com

-----------------------------------------------------------------------------------------------------------------------------------------

8th icdVrat with artabilitation

August 31 - September 2
Valparaiso, Chile
http://www.icdvrat.rdg.ac.uk/

-----------------------------------------------------------------------------------------------------------------------------------------

40th European association for Behavioural and cognitive therapies annual conference

October 7 - 10
Milan, Italy
http://www.eabct2010-milan.it/

-----------------------------------------------------------------------------------------------------------------------------------------

aBct 2010

November 18 - 21
San Francisco, California, USA
http://www.abct.org/dMembers/?m=mMembers&fa=Convention



Coming in February 2010

Special Issue on PTSD

www.liebertpub.com/cpb





Cybertherapy – the provision of healthcare services using advanced tech-
nologies – can help improve the lives of many of us, both patients and
health professionals, while tackling the challenges to healthcare systems.

Despite the potential of cybertherapy, its benefits and the technical ma-
turity of the applications, the use of cybertherapy services is still limited,
and the market remains highly fragmented. Although many countries –
including USA, Europe, Korea and Japan – have expressed their com-
mitment to wider deployment of cybertherapy, most cybertherapy ini-
tiatives are no more than one-off, small-scale projects that are not in-
tegrated into healthcare systems.

It is recognized that integrating these new types of services in healthcare
systems is a challenging task. The aim of this book is to support and en-
courage all the interested countries in this endeavor, by identifying and
helping to address the main barriers hindering the wider use of cy-
bertherapy and by providing evidence to build trust and acceptance.

Healthcare systems focus on meeting the needs of patients. Achieving
cybertherapy’s potential, therefore, depends on patients being convinced
of its ability to satisfy their healthcare needs. Acceptance by patients de-
pends crucially on acceptance by the health professionals treating them,
given the high degree of trust the former place in the latter. An important
factor for ensuring the confidence and acceptance of health professionals
is enhanced dissemination of the evidence base regarding the effective-
ness of cybertherapy services, their safety features and user-friendli-
ness.

Contents:
• Critical Reviews: They summarize and evaluate emerging cybertherapy
topics, including Interreality, CyberAddiction and Telemedicine;

• Evaluation Studies: They are generally undertaken to solve some specific
practical problems and yield decisions about the value of cybertherapy
interventions;

• Original Research: They presents research studies addressing new cy-
bertherapy methods or approaches;

• Clinical Observations: They include case studies or research protocols
with a long-term potential

Annual Review of Cybertherapy 
and Telemedicine 2009

Advanced Technologies in the Behavioral, Social and Neurosciences

Visit our Web site for more information or order online at 
www.iospress.nl or www.booksonline.iospress.nl

New IOS Press Publication!

Volume 144 Studies in Health Tech-
nology and Informatics
Editors: B.K. Wiederhold and G. Riva
June 2009, 304 pp., hardcover
ISBN: 978-1-60750-017-9
Price: US $167 / Euro 115 / £104
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“Submit Paper” link on the right. 

manuscriPt stylE. The language of the journal is
American English. Submissions should follow Ameri-
can Psychological Association (APA) format. Format
questions not addressed in the checklist below can be
sent to the Managing Editor at office@vrphobia.eu.

coPyright. Submission of a manuscript will be held
to imply that it contains original unpublished work and
is not being submitted for publication elsewhere at the
same time. If selected for publication, authors must
sign and return a Copyright Transfer Form (available
on the Web site or from the Publisher.) Submitted ma-

terial will not be returned to the author, unless specif-
ically requested.

rEViEW. Papers will be evaluated anonymously by
multiple members of the Editorial Board. They will be
reviewed based on scientific merit, originality, read-
ability, and interest to the readership.

furthEr information. Typeset proofs will be sent to
the author for review. This stage is only for correcting
errors that may have been introduced during the pro-
duction process. Prompt return of the corrected proofs,
preferably within 48 hours of receipt, will minimize
the risk of the paper being held over to a later issue.
Two complimentary copies of the issue will be pro-
vided to the corresponding author, unless otherwise in-
dicated. Further copies of the journal may be ordered.

format. The original manuscript should be double-
spaced and formatted for A4 paper (.27in. x 11.69 in.;
21cm. x 29.7cm.) with adequate and consistent mar-
gins on all pages.

The title page, abstract, references, appendixes, author
note, content footnotes, tables, figure captions, and figures
must be on separate pages (with only one table or figure
per  page.) They should be ordered in sequence, with the
text pages between the abstract and the references.

Is the author note typed on the title page, which is re-
moved by the journal editor before review? Are all other
pages free of author identification? Does each page have
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All pages (except figure pages) should be numbered in
sequence, starting with the title page.

coVEr lEttEr. A cover letter must be included with
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postal address, e-mail address, telephone number, and
fax number for future correspondence and a statement
that the manuscript is original, not previously pub-
lished, and not under concurrent consideration else-
where.

This letter needs to inform the journal editor of the ex-
istence of any similar published manuscripts written
by the author.

titlE PagE and aBstract. The title should be 10 to
12 words in length. The byline should reflect the insti-
tution or institutions where the work was conducted.
The abstract must be between 100-150 words and up
to five keywords may be included after the abstract.

hEadings. The levels of headings should accurately
reflect the organization of the paper, and all headings
of the same level must appear in the same format.

aBBrEViations. Any unnecessary abbreviations
should be eliminated and any necessary ones must be
explained when they first appear. 

Abbreviations in tables and figures need to be ex-
plained in the table notes and figure captions or leg-
end.

rEfErEncEs. References must follow APA format.
Please be sure references are cited both in text and in
the reference list.

Text citations and reference list entries should agree
both in spelling and in date, and journal titles in the
reference list must be spelled out fully.References
(both in the parenthetical text citations and in the ref-
erence list) are to be ordered alphabetically by the au-
thors' surnames.

Inclusive page numbers for all articles or chapters in
books must be provided in the reference list.

notEs and footnotEs. The departmental affiliation
should be given for each author in the author note. The
author note includes both the author's current affiliation
if it is different from the byline affiliation and a current
address for correspondence.

The author note must disclose special circumstances
about the article. This includes any portions pre-
sented at a meeting, whether a student paper was
used as basis for the article, any report of a longitu-
dinal study and any relationship that may be per-
ceived as a conflict of interest.

Footnotes should be avoided unless absolutely neces-
sary. Check to make sure essential footnotes are indi-
cated by superscript figures in the text and
explanations are collected on a separate sheet at the
end of the manuscript. In the text, all footnotes are to
be indicated and correctly located.

taBlEs and figurEs. Every table column must have a
heading. Make sure the elements in the figures are large
enough to remain legible after the figure has been re-
duced to no larger than 11 cm.

Lettering in a figure should not vary by more than 4
point sizes of type. Each figure must be labeled with the
correct figure number, caption, and short article title.

Minimum file resolution (dots per inch) for printing:
• line art (graphs, drawings) = 1,200 dpi
• halftones (photos) = 300 dpi
• combo line/halftone = 600 dpi

coPyright and Quotations

Written permission to use previously published text, tests
or portions of tests, tables, or figures must be enclosed with
the manuscript.

Page or paragraph numbers need to be provided in text
for all quotations.
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